
ABSTRACT

CHADWICK, CHRISTOPHER T. Resonance Raman Spectroscopy Utilizing Tunable Deep
Ultraviolet Excitation for Materials Characterization. (Under the direction of Dr. Hans D.
Hallen).

Resonance Raman spectroscopy offers some key benefits over other spectroscopy

methods. In one facet, resonance Raman provides a level of specificity not present in

non-resonant Raman scattering. In another facet, resonance Raman can provide increased

scattering cross-sections that rival those associated with the intensities of species fluores-

cence. These features provide mechanisms for improved trace species detection in current

Raman remote sensing applications; as well as signal level enhancement in tiny volume

regimes, such as those typical in near-field optical microscopy. This dissertation presents

three main thrusts that are not well documented in the previous resonance Raman studies.

• We demonstrate fine resolution (∼ 0.1nm) resonance tuning of the excitation wave-

length corresponding to sharp absorption bands in liquid benzene and liquid toluene.

The Raman spectra for these materials show an appreciable increase in scattering

intensity of fundamental vibrational modes and show significant enhancements in

scattering intensities for overtone and combination vibrational modes not observed

with non-resonant excitation. Resonantly excited fundamental modes are observed to

be enhanced by 3 to 5 orders of magnitude over non-resonant excitation; and several

resonantly excited overtone modes are observed for both liquid benzene and liquid

toluene.

• We have observed, that for liquid benzene and liquid toluene, the maximum Raman

scattering intensity is realized when the excitation wavelength corresponds to that of

the vapor phase absorption maximum, not the liquid phase absorption maximum as

expected. We present a simple model of the time-dependent energy accumulation in

the scattering volume that suggests that the scattering medium is a highly disorga-

nized fluid. The observed Raman scattering intensity originates from this metastable

fluid observed during the liquid-vapor phase transition.



• Using different concentration solutions of liquid benzene in heptane, we illustrate the

influence species absorption has on the potential level of signal enhancement offered by

resonance Raman scattering. In low concentration environments, resonance Raman

signal levels can be 1 to 3 orders of magnitude larger than those of non-resonant Ra-

man. As concentration increases, the signal levels of both resonant and non-resonant

Raman become comparable. Using the species absorption to normalize the number

of scattering molecules, the resonance enhancement is shown to be 3 to 5 orders of

magnitude over the non-resonant excitation.
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Chapter 1

Introduction

1.1 Overview

Resonance Raman spectroscopy has become an important research tool in the

investigation of molecular species. When the excitation light incident on the molecule is

within an absorption band for the molecule, the Raman scattering intensity for vibrational

and rotational modes in the system may exhibit significant increases in amplitude. The

enhancement of the Raman signal can increase several orders of magnitude over that for

non-resonant excitation [Asher, 1993a; Kudelski, 2008; Clark and Dines, 1986]. There are

some key motivating features of resonance Raman scattering.

• The larger per molecule scattering cross-section offered by resonance enhanced Ra-

man scattering provides appreciable signal to noise ratios for smaller populations of

active scattering centers. This gain in signal compared to non-resonant Raman scat-

tering suggests the direct application of resonance Raman to low concentration and

tiny sampling volume environments. The study of these environments typically suffers

from the smaller scattering intensities resulting from non-resonant Raman scattering;

these can be too small to be useful.

• For the excitation wavelengths between ∼ 210nm and ∼ 450nm, Raman scattering

results from the excitation of the system from lower vibrational levels in the electronic

ground state. However when the excitation source is near an electronic absorption

band, the scattering probability is enhanced by interaction with lower levels of the
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first excited electronic state. Due to the spacing of vibrational levels in the potential

well, the resonant Raman scattering provides additional information about specific

levels in the excited state unavailable with non-resonant Raman scattering [Hirakawa

and Tsuboi, 1975; Haar, 1946].

• This work utilizes an deep ultraviolet (DUV) excitation source. Ultraviolet resonance

Raman scattering is advantageous for a few reasons. Visible excitation Raman studies

suffer from sample and matrix fluorescence that can dominate the Raman scattering

intensity. Ultraviolet excitation at shorter wavelength escapes the issue of species

fluorescence since many materials do not exhibit significant fluorescent emission at

wavelengths below 280nm [Asher and Johnson, 1984]. Also many materials have

interesting electronic absorption features within the DUV region that can potentially

yield resonance enhancement [Jones et al., 1985; Gerrity et al., 1985].

1.2 Goal of This Work

The goal of this dissertation is to present three major findings not explored in the

previous investigations of resonance Raman scattering.

• The bulk of resonance Raman studies utilize discrete, widely spaced excitation wave-

lengths [Jones et al., 1985; Efremov et al., 2008]. Early studies used widely spaced

wavelengths associated with available laser light sources. Dye laser sources offered

expanded ranges of wavelengths [Asher et al., 1983]. Few previous studies utilize

continuously tunable excitation sources and fewer still utilize continuously tunable ul-

traviolet excitation. These studies are limited to small wavelength intervals (∼ 3nm),

which limited the exploration of absorption features [Ziegler, 1987]. To our knowl-

edge, studies utilizing continuously tunable ultraviolet excitation from ∼ 210nm and

∼ 400nm are non-existent in the current literature. Our work serves to initiate reso-

nance Raman studies utilizing widely continuously tunable ultraviolet excitation. The

benefit of wide excitation tunability is not trivial. Within our tuning range we have

been able to obtain vibrational Raman spectra for liquid benzene and liquid toluene

while tuning through significant features in their respective absorption spectra. Prior

investigations of benzene have been limited to large steps in excitation wavelength
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for the near-ultraviolet to ultraviolet region (> 210nm) [Asher and Johnson, 1985] or

has examined higher energy absorption systems in the molecules (< 210nm) [Ziegler

and Hudson, 1981; Ziegler and Albrecht, 1979]. Our studies of the 260nm absorption

system in liquid benzene and the 267nm absorption system in liquid toluene have

obtained vibrational Raman scattering profiles across complete absorption bands.

• Previous resonance Raman studies relied on a dynamic sample space; where a liquid

sample is flowing or circulating through the interaction region [Asher, 1993a,b]. The

primary reason for a dynamic sample is to avoid localized sample photo-degradation

due to high pulse energy laser excitation [Chen et al., 1997; Sedlacek et al., 2001].

Our configuration utilizes stationary sample species. We have observed that when the

excitation wavelength is within ±0.5nm of a sharp absorption band for vapor phase

benzene, the resonance Raman scattering intensity for our liquid phase benzene sam-

ple is at its maximum. Comparison of the vapor phase and liquid phase absorption

profiles show a separation of approximately 2nm to 3nm. Thus, we are certainly

observing the most intense resonance enhancement in liquid samples, occurring at

the absorption maxima of its vapor phase. This behavior is also observed in liquid

toluene. To explain this interesting and unexpected behavior, we have considered a

simple model to describe the time evolution of the energy deposited into the sampling

volume. The model suggests, that in the spectrally narrow and highly absorbing re-

gion at the absorption band peak, the energy deposited into the sample volume is

sufficient to promote a liquid-to-gas phase change in the sample. The phase change is

distinctive and associated with audible acoustic shocks detected when the excitation

wavelength is tuned to the vapor absorption peak. Additionally a simple model is

considered to describe the acoustic observations.

• Resonance Raman scattering occurs only in the sharp or high intensity absorption

bands. A drawback of this requirement is the absorption may be sufficiently in-

tense to limit the Raman signal due to the high local absorption of the system. We

have observed a trade-off between the heavy absorption and the enhancement gain

by examining different concentrations of liquid benzene in heptane and naphthalene

solutions. Our trials with liquid benzene in heptane suggest that when the solution
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concentration is high, the enhancement gain for resonance excitation is comparable

to the signal levels observed for non-resonant excitation. However when the solution

concentration is low, the resonance enhancement gain is approximately 3 to 4 or-

ders of magnitude over that observed with non-resonant excitation. In naphthalene,

where the absorption is approximately 30 times stranger than that of benzene, we

were unable to detect any resonance signal for our lowest milli-molar concentrations,

confirming our observations in benzene. These results provide a basis to determine

when and in what environments resonance Raman scattering can be useful. This

study addresses a void in the previous resonance Raman work; when and under what

conditions is the resonance Raman process useful.

Additionally, the experimental apparatus, image processing, and analysis algo-

rithms are described. One of the primary contributions of this work is utilizing a continu-

ously tunable ultraviolet excitation source - an optical parametric oscillator (OPO). Funda-

mentals of our OPO system are thoroughly discussed in Chapter 3. Our image processing

methodology required an additional parameter not initially obtained from the experimental

apparatus. The spectrometer spectral efficiency is required to normalize the collected sam-

ple spectra. A simple model to estimate our spectrometer spectral efficiency is presented

in Chapter 3. The image processing methodology is outlined in Chapter 4 with emphasis

on significant processing algorithms. The pulse energy deposition model and resonance

gain calculations are described using our simple absorption correction model discussed in

Chapter 4. Finally, sources of experimental uncertainties are discussed in Chapter 4. Key

experimental absorption and Raman spectra are presented in Chapter 5. Also prelimi-

nary vibrational Raman spectral assignments are tabulated and compared with established

assignment values from the literature and presented.
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Chapter 2

Background

2.1 Overview

This chapter presents some of the major theoretical concepts of optical scattering,

the Raman and resonance Raman effects, and molecular spectroscopy. Important aspects

of historical and current work in Raman and resonance Raman scattering will be outlined.

The mathematical framework used to describe resonance Raman scattering is discussed,

and limitations of this mathematical description are addressed in relation to this study.

2.2 Survey of Previous Work

The techniques and application of Raman and resonance Raman spectroscopy have

been employed in a wide breadth of study since the early 20th century. Early resonance

Raman studies were almost exclusively theoretical primarily due to the lack of powerful

and narrow bandwidth light sources. Laser light sources have increased the usefulness of

Raman and resonance Raman spectroscopy techniques for various research fields spanning

chemistry, biochemistry, physics, atmospheric and meteorological science, and remote sens-

ing.

Efremov et al. [Efremov et al., 2008] summarizes many of the recent developments

of resonance Raman spectroscopy. These developments comprise studies in biological ma-

terials specifically plant carotenoids, proteins, nucleic acids, drug interactions, and metallo-

proteins, carbon nanotubes, liquid chromatography, capillary electrophoresis, archaeological
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artifacts, and minerals as well. Also methodological and instrumentation innovations are

introduced with attention to utilizing fiber-optic probes for a highly portable and stable

apparatus. All of these techniques can benefit from resonance Raman enhancements due

to the small analyte concentrations, where non-resonant Raman scattering intensity is too

small to be useful.

Resonance Raman scattering is by nature a result of relaxation from a level inside

an excited electronic state. Browne and McGarvey [Browne and McGarvey, 2007] outline

several regimes of resonance Raman for explaining different excited electronic state struc-

ture. Transient resonance Raman uses single laser pulses to both excite and probe the

excited states and by controlling the pulse power, information can be extracted about the

excited states since the level and state populations can be adjusted with different incident

light pulse powers. With time-resolved resonance Raman an initial pumping pulse is intro-

duced to put the system into an excited state followed by an additional weaker pulse (which

may or may not be of the same wavelength) used to probe the time evolution of the lev-

els and states. These techniques exploit the availability of electronic information inherent

in resonance Raman. This type of information is not present in non-resonant Raman studies.

Resonance Raman has found extensive application in various biological and bio-

chemical studies. The appeal of resonance Raman in these studies is due to the resonance

signal enhancement in low concentration environments. Much of the work in biological sam-

ples is confined to the visible and infrared portions of the spectrum, where many analytes

exhibit absorption resonances in these wavelengths; including materials such as metallo-

porphyrins, heme systems, and enzymes [Browne and McGarvey, 2007; Clark and Dines,

1986; Spiro and Strekas, 1974; Belyea et al., 2006]. These studies utilize pre-resonance en-

hancement of the Raman signal; however, with excitation wavelengths in the visible and

infrared, they do not yield as detailed electronic state information as available in ultraviolet

excitation. Conversely, DNA, RNA, and other nucleic acids have absorption resonances in

the ultraviolet thereby allowing for ultraviolet resonance Raman studies [Benevides et al.,

2005; Toyama et al., 1996, 2005; Dudik et al., 1985]. These absorption resonances have

permitted the spectral fingerprinting of bacteria using ultraviolet resonance Raman [Grun

et al., 2007; Jarvis and Goodacre, 2004]. One of the drawbacks to visible and infrared ex-
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citation is due to sample and/or sample matrix fluorescence interference that may exceed

the available Raman signal intensity [Asher, 1984]. The utilization of ultraviolet excitation

can minimize or eliminate this interference.

Saariaho et al. [Saariaho et al., 2005] utilize ultraviolet resonance Raman to de-

termine the amount of lignin (a biopolymer binding agent in wood) retained in wood pulp

residues from the defibration and subsequent bleaching of the remaining fibers in the pro-

duction of paper. Lignin has unique spectral features that exhibit resonance enhancement,

which coupled with the complex chemical nature of wood pulp residues allows resonance

Raman to be utilized as a production level tool in the evaluation of pulp quality. Recently

Oladepo and Loppnow [Oladepo and Loppnow, 2008] have utilized ultraviolet resonance

Raman for in situ studies of sunscreens appealing to the selective enhancement of the Ra-

man signal above that of the sample matrix and fluorescence. Due to the minimal sample

preparation requirements, which are unique to Raman spectroscopies, these studies suggest

the ease and viability of a highly reliable means of production line quality control.

Resonance Raman has been utilized in the study of excited electronic state prop-

erties in solid state materials. Yaman et al. [Yaman et al., 2000] have observed resonant

Raman scattering in SiO2 at 288.2nm utilizing a broadband (200nm to 700nm) flash lamp

source. Szczepanski et al. [Szczepanski et al., 2001] examine linear clusters of carbon atoms

in solid argon by using resonance Raman as a means of identifying the number of carbon

atoms as a function of wavelength based on the spectral features associated with the elec-

tronic transitions of the aggregate carbon clusters. Diamond has a considerable tenure in

studies of its Raman features and is used as a reliable reference and calibration sample. Ra-

man [Raman, 1956] observed its characteristic lone Raman line at 1332 cm−1. Calleja et al.

[Calleja et al., 1978] have observed significant resonance enhancement in the second-order

Raman intensity, not the first-order Raman intensity for diamond, at various wavelengths

approaching its fundamental band gap of approximately 220nm.1 We have extended this

wavelength range into the ultraviolet, observing the quenching of the first-order Raman sig-

nal while tuning the excitation wavelength from approximately 300nm to 210nm in 1nm

steps.
1Here first-order signifies photons scattered at 1332 cm−1 and second-order signifies photons scattered at

2664 cm−1.
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Resonance Raman spectroscopy has become a valuable research tool for the pet-

roleum and hydrocarbon industry [Grasselli et al., 1981]. Asher and Johnson [Asher and

Johnson, 1984] have applied ultraviolet resonance Raman to examine and classify the con-

stituent components of liquefied coal. This study was one of the first to document the

reduced fluorescence interference from the sample and sample matrix, together with simul-

taneous resonance enhancement in a low concentration environment. Subsequent work from

Jones et al. [Jones et al., 1985] has also verified these findings, demonstrating that these

features permit significant benefits when using resonance Raman.

Additional work by Asher [Asher, 1984] has shown the benefits of fluorescence

reduction and low concentration enhancement for the detection of polycyclic aromatic hy-

drocarbons using different excitation wavelengths, and we have extended this study to the

utilization of a continuously tunable ultraviolet source in similar compounds. Hydrocarbon

studies establish precedence in the resonance Raman studies for similar enhancements us-

ing the chemical bonding structures in explosive compounds such as trinitrotoluene (TNT),

trinitrobenzene (TNB), and ammonium nitrate-fuel oil (ANFO) mixtures. These and re-

lated materials are of obvious interest to defense and security industries. Resonance Raman

enhancement serves to expand remote sensing capabilities. Lacey et al. [Lacey et al., 1997]

have used ultraviolet resonance Raman in detecting trace residues of TNT in a solid ma-

trix, demonstrating the feasibility of detection of trace amounts of TNT in other situations.

Blanco et al. [Blanco et al., 2006] have examined the Raman spectra of varying concen-

trations of the explosives dinitrotoluene (DNT), pentaerythritol tetranitrate (Petn), and

triacetone triperoxide (Tatp) in sand for applications in land mine detection. Examination

of their published work shows possible resonance enhancements in Petn in the 1200 cm−1

to 1700 cm−1 range, and Tatp in the 300 cm−1 to 500 cm−1 and 1500 cm−1 to 1600 cm−1

ranges, which they do not mention. Our investigations suggest that additional insights on

these materials may be gained for remote sensing utilizing resonance Raman techniques.

Because of the small concentrations of scattering centers in the vapor phase com-

pared to liquid and solid state regimes, resonance Raman is expected to provide oppor-

tunities for atmospheric and environmental measurement techniques and remote sensing

applications. Use of the resonance enhancements in the improvement of light ranging and
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detection (Lidar) techniques has been under investigation for some time. Rosen et al.

[Rosen et al., 1975] propose the use of resonance Raman enhancement in detecting at-

mospheric pollutants using the enhanced scattering cross-sections observed in sulfur and

nitrogen dioxide, and suggest similar enhancements for several diatomic species although

they present these without confirmation by a Lidar system.

Chen and Sedlacek [Chen and III, 1996], Sedlacek et al. [Sedlacek et al., 1994],

and Chen et al. [Chen et al., 1997] have utilized a standard Raman Lidar system to ob-

serve resonance enhancement in low concentration atmospheric pollutants, such as sulfur

dioxide, carbon tetrachloride, iodine, and nitrobenzene with two to four orders of magni-

tude enhancement using a tunable laser source from 270nm to 560nm. While this work

has utilized a tunable excitation light source, the spacing resolution of these wavelengths

is larger than ±1nm and the tuning range is limited to the longer wavelength ultraviolet

into the visible. Recently Johansson et al. [Johansson et al., 2008] has proposed the use

of ultraviolet resonance Raman for stand-off detection of roadside bombs and improvised

explosive devices. One of the significant issues they acknowledge is the low signal to noise

ratio in the application of resonance Raman due to the high absorption of the species under

investigation. Later in this work, some observations on the trade off between the potential

enhancement available and the absorption needed to have a significant enhancement are

presented.

2.3 Historical Notes on the Raman Effect

The Raman effect is attributed to the Indian scientists C. V. Raman and K. S.

Krishnan; however, there is some dispute involving a nearly simultaneous discovery by the

Russian scientists G. Landsberg and L. Mandelstam as to which group was deserving of the

title of first discoverer. In an elegantly simple paper published in Nature in 1928 Raman

and Krishnan described the discovery of a new type of secondary radiation emerging from

various illuminated samples [Raman and Krishnan, 1928]. Motivation to search this for

new radiation was founded in A. H. Compton’s work in X-ray scattering, specifically the

observation that X-rays when scattered from matter emerge with less energy. Raman and

Krishnan immediately identified some of the characteristics of both Raman scattered light
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and the idiosyncrasies encountered in its detection. They observed that: a) the generation

of the new radiation requires intense illumination, b) the scattered intensity is significantly

smaller than that of the incident radiation, c) the frequency is shifted with respect to the

incident radiation’s frequency, d) the new radiation is distinguished from a fluorescence due

to its weak intensity and similar polarization to the incident radiation, and e) the intensity

from gases and vapors is much more weak than that scattered from liquids.

The light sources available at the time of Raman and Krishnan’s discovery proved

very limiting to the use of Raman scattering.2 The introduction of the laser approximately

35 years later would rapidly expand the field of Raman spectroscopy, whereas infrared

techniques had dominated the theater of spectroscopy in prior years [Anderson, 1971]. As

indicated in Raman and Krishnan’s initial paper, the effect is realized in many materials

owing to specific molecular properties of the material giving unique optical fingerprints,

which are complimentary to those available from other spectrographic characterizations.

Excellent discussion on the historical aspects of the Raman effect are given in Anderson

[Anderson, 1971] and Long [Long, 1977] without unnecessary mathematical rigor, and in

the original work by Raman and Krishnan [Raman and Krishnan, 1928].3

2.4 Optical Scattering Phenomena

The Raman effect is an optical scattering phenomenon characterized as an inelas-

tic interaction of light with matter. In Raman scattering, an incident photon interacts with

a molecular bond, either gaining or losing a quantum of energy dependent on the character-

istics of the interacting bond, and emerges as this energy-shifted photon. By comparison,

an elastic interaction with the molecular bond do not result in any energy change of the

incident photon; these regimes are typically associated with Mie and Rayleigh scattering.

Specular reflection, the blue color of the sky, observation of particulates in the air (clouds

and smoke) are examples of these scattering mechanisms. Fluorescence and phosphores-

cence, while emission processes, are also inelastic processes observed in conjunction with
2A quick estimate of the intensity they used in their experiment suggests, given their description, that

they had an increase in power density of approximately 2100 times at the point of sample illumination
estimated from M = −f2/f1, with fi the lens focal lengths, and considering the ratio of the pupil areas on
each end of their telescope.

3While Raman scattering has proved to be invaluable, it is a surprisingly small, albeit significant, portion
of C. V. Raman’s work in the sciences.
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Raman and Rayleigh scattering.

The classical description of optical scattering is that of an induced electric and

magnetic dipoles (or higher order multipoles) which can oscillate with the same frequency

(elastic) or at a shifted frequency (inelastic) with respect to the incident fields. Depend-

ing on the relative sizes of the scattering system compared to the incident wavelength, the

scattered radiation will have a certain character compared to the incident. When the scat-

tering system’s dimensions are larger than the excitation wavelength, the induced dipoles

will be of assorted oscillation frequencies resulting in broad spectrum scattered light. Large

particulates such as water, aerosols, and smoke particles result in white scatter as observed

in clouds. This larger particle scattering regime is known as Mie scattering. Although tech-

nically, the Mie scattering formulation is developed using a spherical particle assumption.

Due to the large particle size and excitation of multiple frequency dipoles, Mie scattering is

usually not as heavily dependent on the frequency as other scattering processes [Born and

Wolf, 1980; Hecht, 2002].

As the scattering system’s dimensions approach scales smaller than the wavelength

of the incident photon, the induced dipoles’ frequencies are limited to discrete values excited

by the incident photon frequency, possibly harmonics of the excitation frequency, and the

effect of any permanent dipole present in the system. The dependence of the scattering

dipole intensity on the excitation frequency becomes obvious and, as observed by Rayleigh

[Rayleigh, 1871], varies proportionally to the forth power of incident frequency, ω4 for

particles much smaller than the wavelength. The scattering intensity from an electric dipole

moment, p, oscillating at ω, can be expressed as its time averaged Poynting vector, 〈S〉,

〈S〉 =
( p2

0 ω
4

32π2 ε0 c3

)sin2 θ

r2
r̂. (2.4.1)

During the scattering process, the dipoles will either scatter light at the same frequency as

the incident light (with a small shift due to the Doppler effect associated with the thermal

distribution of the molecules),Rayleigh scattering, or may scatter light at a different fre-

quency (associated with the energy exchange between the incident light and the molecule),

Raman scattering. Raman scattered light is comprised of discrete wavelengths, considered

instantaneous, and having a frequency shift from the incident frequency that is independent

of the excitation. When the incident photon energy is sufficiently large enough to interact
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with the electronic states of a molecule, the resulting photon is delayed and the process

is either fluorescence or phosphorescence. Fluorescence and phosphorescence are emission

phenomena and have broadband frequency content in the radiation they produce. The pro-

cesses are characterized by exponentially decaying lifetimes and the frequency content of

the radiation is dependent on the excitation frequency and electronic states of the molecule.

Both of these properties distinguish fluorescence and phosphorescence from Raman scatter-

ing. Additionally, Rayleigh and Raman scattering demonstrate high degrees of polarization,

whereas fluorescence and phosphorescence are randomly polarized.

Table 2.1 lists the cross-section magnitudes for the different optical scattering

an emission regimes [Inaba, 1976].4 Motivation for pursuing resonance enhancement in

Raman scattering is clear in the comparison of the non-resonant Raman (NR) and resonant

Raman (R) cross-section magnitudes with that of the cross-section of Rayleigh scattering in

Table 2.1. The classical description of scattering is normally sufficient to describe Mie and

Table 2.1: Intensity cross-section magnitudes, dσ/dΩ, for different optical interaction mech-
anisms.

Interaction
Process Frequency Cross-Section Detectable

Relation (cm2/sr) Constituents

Scattering

Mie ωs = ω0 10−26 − 10−8 Particulate Matter
Rayleigh ωs = ω0 10−26 (NR) Atoms & Molecules

10−23 (R)
Raman ωs 6= ω0 10−29 (NR) Molecules (atoms)

10−26 (R)

Emission
Fluorescence ωs = ω0 10−26 Atoms & Molecules

ωs 6= ω0 10−24

Absorption ωs = ω0 10−20 Atoms & Molecules

ωs: Scattered Frequency, ω0: Incident Frequency; NR: Non-Resonance, R: Resonance, from [Inaba, 1976]

Rayleigh scattering. When considering Raman scattering, the classical and semi-classical

approaches are qualitatively sufficient. However to fully characterize Raman scattering

within a system, quantum mechanics is required to relate the light interaction to molecular
4For optical cross-section, σ(θ, φ) = dσ/dΩ, we consider the total scattered(emitted) power, PΩ =

(dσ/dΩ) I0, where I0 is the incident intensity, θ is the scattering(emission) angle, and φ is the polariza-
tion angle.
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parameters.

Figure 2.1 depicts the scattering (or emission in the case of fluorescence) in the

system originating from the energy exchange between a photon of energy ~ω0 and the

system (e.g. molecular bond). The resultant scattered photon has an energy of ~ωs. The

system depicted consists of a ground state Sgnd and an electronic state Sele each having

sublevels (such as vibrational or rotational modes), with all states and levels discrete. An

incident photon ~ω0 interacts with the system, taking the total energy of the system to an

intermediate level Sint or Sele after which a new photon ~ωs is created and released as the

system relaxes back to a lower energy state, not necessarily Sgnd. For Rayleigh scattering,

Figure 2.1: Jablonski energy transfer diagrams for Rayleigh, Raman, and fluorescence op-
tical processes.

the incident photon ~ω0 interacts with the system, but does not gain or lose energy. The

scattered photon energy is the same as the incident photon energy, so ~ω0 = ~ωs. For

Raman scattering, the system interacts with the incident photon, ~ω0; however, due to the

interaction with the system, the resultant photon either gains or loses energy, so ~ωs =

~(ω0 ± ∆ω). Also, the initial state of the system (the system may be thermally excited)

will influence whether the scattered photon will gain or lose energy. When the system is

initially excited to a level above the ground state, the scattered photon will gain energy

and is termed the anti-Stokes shifted (higher energy) photon. When the system is initially

at its lowest level (usually the ground state), the scattered photon will lose energy and is

termed the Stokes shifted (lower energy) photon.5 In the case of fluorescence, the energy

transfered is large enough to excite the system into higher electronic state, such as Sele.

The result is the emission of photons of different energies as the system relaxes to different
5The Stokes namesake arises from the observations by George Stokes in the mid nineteenth century

concerning fluorescence in fluorspar and uranium glass. He concluded that the absorption and emission
spectra are shifted, due to loss in energy to the system.
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intermediate states at different rates, giving broadband spectral content with exponentially

decaying total lifetime of the fluorescence. When an incident photon has sufficient energy

to excite the system into a higher electronic state Sele, the photon may interact with the

excited state. While interacting with the excited state, the scattered photon may gain or

loss energy similar to the Raman scattering interaction. Interactions with specific features of

the excited state results in resonance Raman scattering. As the excited states usually differ

from the ground state (different potential energy surfaces), resonance Raman scattering can

yield different and unique information about the system not observed with non-resonant

Raman scattering.

Figure 2.2: Relationship between the Rayleigh and Raman spectral peaks showing the
rotational sidebands that straddle the more intense Rayleigh and vibrational Raman peaks.

The different quantum mechanical energy levels inside a system are ranked from

highest to lowest as electronic, vibrational, and rotational, requiring more energy to excite

higher ranked levels. These different quantum levels are associated with different excita-

tion wavelength ranges. X-rays and ultraviolet wavelengths activate electronic transitions,

visible and infrared wavelengths activate vibrational transitions, and microwave and radio

wavelengths activate rotational transitions. Our resonance Raman experiments utilize the

near-ultraviolet and ultraviolet regions of the spectrum. For Raman scattering, a typical

experimental spectra may look as depicted in Figure 2.2, showing the relationships between

the different features of the spectra. For gases and vapors the rotational Raman sidebands
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of the more intense Cabannes line and vibrational Raman lines are more defined due to

the availability of rotational states as the molecules are free to rotate without confinement.

As the sample density increases, intermolecular interaction between the molecules restricts

the available number of rotational states such that for liquids, no or few rotational states

are available, leaving only the vibrational levels with little rotational sideband contribution

to the spectra. For crystalline species, there are increased restrictions on allowable vibra-

tions, resulting in some spectra features becoming more pronounced with the possibility of

splitting of the vibrational Raman lines [Long, 1977]. Solid state spectra depend on crystal

symmetries, excitation polarization, and temperature [Long, 1977; Smith and Dent, 2005].

The intensities of the vibrational and rotational spectra are skewed to the Stokes

shifted side of the spectra due to the initial population of the system’s vibrational and

rotational energy levels. Given a particular temperature, these molecular energy levels will

become populated as determined by the energy partition function of the system. This leads

to the familiar Boltzmann distribution of states, Equation (2.4.2), where Ni is the number

of molecules in energy state Ei with degeneracy gi (number of substrates within energy level

Ei) and temperature T , with kB Boltzmann’s constant.

fB =
Ni

N
=
gi e
−Ei/kBT

Q
and Q =

∑
n

e−En/kBT (2.4.2)

The partition function Q represents the total number of states available to the system and

is a product of rotational, vibrational, and electronic quantum states [Linne, 2002; Menzel,

1960a,b]. If we consider equivalent degeneracy, and two different energy states Ei and Ej

such that Ej > Ei, then the Boltzmann distribution (2.4.2) says that the higher energy

state Ej will be less populated. This translates directly to the anti-Stokes shifted spectra

being less intense than the Stokes as ωj = (2π c/λj) > ωi = (2π c/λi). As the temperature

of the system increases, the number of occupied higher energy levels increases resulting in

increased scattering intensity for the anti-Stokes Raman line [Linne, 2002].

2.5 Raman and Resonance Raman Scattering

The classical description of Rayleigh and Raman scattering start by examining the

multipole expansion of the electromagnetic fields of induced dipole. Following the thorough



16

development given by Long, we can represent the electric field of the dipole moment as,

p = p1 + p2 + p3 + · · · = α̃αα ·E +
1
2
β̃ββ : EE +

1
6
γ̃γγ : EEE + · · · , (2.5.1)

where α̃αα, β̃ββ, and γ̃γγ represent the polarizability, hyper-polarizability, and second hyper-polariza-

bility tensors respectively [Long, 2002].6 We restrict the multipole expansion to terms linear

in the dipole moment thereby reducing the problem to determining the contributions to the

fields from the polarizability α̃αα. For Rayleigh and Raman scattering we then have,

p0(ω) = α̃ααRay ·E0(ω) and p0(ω ± ωn) = α̃ααRam ·E0(ω), (2.5.2)

where p0 and E0 are the time independent amplitudes of the dipole moment and electric

field respectively, α̃ααRay is the equilibrium polarizability, and α̃ααRam the polarizability associ-

ated ωn. The departure from the classical treatment arises from the inadequate quantitative

description of α̃ααRay and α̃ααRam in characterizing the molecular properties. While the clas-

sical treatment is quite sufficient for Rayleigh scattering, the classical treatment can only

give qualitative information about Raman scattering of the system. The proper treatment

of molecular vibrations and rotations is only possible using the quantum mechanical treat-

ment [Long, 2002]. The approach is to treat the molecule quantum mechanically and the

electromagnetic field classically by considering the field as a perturbation of the quantum

mechanical energy. We assume the unperturbed system is solved, thereby allowing us to

use the unperturbed wavefunctions and solve for the eigenvalues of the perturbation using

standard perturbation theory.

We replace the classical dipole moment with the transition dipole moment operator,

p̂, that describes the transition of the system from an initial state, i, to a final state, f , due

to interaction with an electric field.7 This framework follows from the quantum mechanical

treatment of dispersion theory developed by Kramers and Heisenberg [Anderson, 1971],

[Van Vleck, 1929]. Again we limit the terms to first-order in the dipole as in (2.5.2). The

first-order induced transition dipole moment is given as,

p̃(1) = 〈ψf |p̂|ψi〉 (2.5.3)
6For monochromatic dynamic fields, the Maxwell curl equations link the electric and magnetic fields and

as such, the multipole expansion is usual presented for the electric field. In certain materials, the magnetic
permeability may have significant departure from µ0, however for optical frequencies in most materials
µ ≈ µ0 and the variations in permittivity dominates [Griffiths, 1989].

7In general, all quantities are considered complex.
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where |ψi〉 and |ψf 〉 are the first-order time-dependent initial and final state wavefunc-

tions respectively. The wavefunctions are found for the system using the time-dependent

Schrödinger’s equation, (
H0 − p̂ ·E− ı~ ∂

∂t

)
|ψ〉 = 0 (2.5.4)

where H0 is the unperturbed system Hamiltonian and Hp = p̂ · E is the dipole interaction

perturbation Hamiltonian. The wavefunctions |ψ〉 are expanded as,

|ψ〉 =|ψ0〉+|ψ1〉+ · · · (2.5.5)

with |ψ0〉 and |ψ1〉 representing the unperturbed and first-order perturbed time-dependent

wavefunctions respectively. The problem becomes the determination of the contributing

terms in the polarizability tensor, so we can replace the α̃αα with its expectation value (ob-

servable) giving now in the most general terms,

[
p̃(1)

]
fi

= 〈ψf |α̃αα|ψi〉 ·E0. (2.5.6)

We can write the time-dependent wavefunctions as,

ψn = φn exp {−ı(ωn − ıΓn)t}, (2.5.7)

with φn the time-independent wavefunction for state n and Γn related to the lifetime of the

state (via the uncertainty principle) as τn = 1/2Γn(ωn). If we also suggest that the initial

and final states have appreciably long lifetimes (Γi = Γf → 0) then these wavefunctions

simplify further. As such we can formulate the ρ component of the real induced transition

dipole moment
[
p̃(1)

]
fi

, given in Long as,

[
p̃(1)
ρ

]
fi

=

1
2~
∑
r 6=i

{
〈φf |p̂ρ|φr〉〈φr|p̂σ|φi〉
ωri − ω0 − ıΓr

Ẽσ0 e
−ı(ω0−ωfi)t +

〈φf |p̂ρ|φr〉〈φr|p̂σ|φi〉
ωri + ω0 + ıΓr

Ẽ∗σ0 e
−ı(ω0+ωfi)t

}

+
1
2~
∑
r 6=f

{
· · ·
}

+ complex conjugate.

(2.5.8)

Under some assumptions as argued by Placzek, more simplifications to (2.5.8) can be made

[Long, 2002]. If we consider terms involving Ẽσ0 e
−ı(ω0−ωfi)t to describe Rayleigh scattering

(ωfi = 0), anti-Stokes Raman scattering (ωfi < 0), and Stokes Raman scattering (ωfi > 0),
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with ωfi = ωf −ωi, we finally arrive at a general expression for the transition polarizability

tensor. In component form,

[αρσ]fi =
1
2~
∑
r 6=i,f

{
〈φf |p̂ρ|φr〉〈φr|p̂σ|φi〉
ωri − ω0 − ıΓr

+
〈φf |p̂σ|φr〉〈φr|p̂ρ|φi〉
ωri + ω0 + ıΓr

}
. (2.5.9)

The scattering intensity (measured quantity) is then determined as with (2.4.1). Addition-

ally (2.5.9) will determine the Raman selection rules for the system which is to say that the

requirement is that [αρσ]fi have some non-zero elements. This general form of the transition

dipole tensor (2.5.9) will be difficult determine, and will therefore require the introduction

of more simplifications to allow us to determine the contributing terms responsible for the

scattering intensity.

We can however make some qualitative observations as to the behavior of (2.5.9).

The nature of the denominators in (2.5.9) is of obvious consequence to resonance Raman

scattering. Consider the relationship between the absorption frequency ωri and the excita-

tion frequency ω0 for some special cases. If ω0 � ωri, so the excitation frequency is much

smaller than the absorption frequency, then the denominator is dominated by the absorp-

tion frequency since the broadening is small compared to the absorption frequency. In the

case where ω0 ≈ ωri, the denominator becomes very small, exploding the magnitude of the

polarizability provided there are non-zero numerators. Preresonance behavior is observed

as the excitation frequency approaches the absorption. Concerning the numerators, the

requirement that (2.5.9) have non-zero terms (selection rules) will determine the level and

state transitions that will contribute to the scattering. The products of the expectation

values of the transition dipole moments such as 〈φf |p̂ρ|φr〉〈φr|p̂σ|φi〉 describe the linkage

between the dipole transitions, for example a first transition being associated with an ab-

sorption |φi〉 →|φr〉 and the second associated with an emission |φr〉 →|φf 〉. Summation

over the intermediate states
∑

r 6=i,f will give the weighted contributions of these linked

transitions. In the case where ω0 � ωri, there can exist many linked transitions that satisfy

this condition, thereby resulting in many intermediate states contributing to the scattering.

This condition is observed in non-resonant Raman, making it difficult to identify informa-

tion about particular intermediate states. When ω0 ≈ ωri the contribution is limited to

a few participating intermediate states. This property is what allows resonance enhanced

Raman scattering to be used to obtain information about these intermediate states. Fi-
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nally, there are symmetry considerations for [αρσ]fi. Degeneracy arguments for the initial

and final states can be discussed for both Rayleigh and Raman scattering; however in most

circumstances, Rayleigh scattering is degenerate in the initial and final states therefore the

resulting tensor is symmetric, and since the states are different in the case of Raman scat-

tering, the tensor is considered to be asymmetric. These arguments are given by Long and

the reader is directed to [Long, 2002] for more discussion.

2.6 Forms of the Polarizabiltiy Tensor

As previously mentioned, the non-zero terms of [αρσ]fi may be difficult to deter-

mine due to the complex nature of the linked states involved, the form of the system’s

wavefunctions, and the geometry of the scattering system. In the case of non-resonant

Raman scattering, the non-zero terms of the polarizability are potentially due to a large

number of terms relating to the transition from the initial state, i, through several possible

intermediate states, r, and relaxation from these intermediate states to the final state, f .

These terms can all have appreciable contribution to the overall intensity, thereby making

separation of the contributing intermediate states difficult if not impossible in non-resonant

Raman scattering. However in the case of resonance Raman scattering, since the interme-

diate states are usually at the bottom of the potential well of the higher electronic state

(typically the first electronic state above the ground state), the determining which states

are contributing to the overall scattering is simplified. To aid in determining what terms

in the polarizability are contributing to the scattering the following assumptions proposed

by G. Placzek may be adopted.8 The main assumptions are that: 1) the excitation fre-

quency ω0 is much less than the absorption frequency ωri, 2) the system’s initial and final

electronic states are the non-degenerate ground electronic state, and 3) the nuclear and elec-

tronic displacements are small, allowing for the separation of the system wavefunctions, the

Born-Oppenheimer approximation [Anderson, 1971; Clark and Dines, 1986; Albrecht, 1961].

These assumptions result in a relatively good description of non-resonant Raman scattering

however when considering resonant Raman, these are invalidated due to the proximity of

the absorption and excitation frequencies. In work done by P. P. Shorygin, J. Behringer
8Placzek’s paper is a well cited work, however difficult to obtain in English. Most discussions on the Ra-

man effect significantly cover his approach, therefore credit is extended although not specifically referenced.
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and J. Z. Brandmüller, Rea [Rea, 1960], Albrecht [Albrecht, 1961], Clark and Dines [Clark

and Dines, 1986] and Lee [Lee, 1983] these assumptions are addressed in various ways and

provide an adequate framework for determining the contributing terms in resonance Raman

scattering.9

2.6.1 General Form of the Polarizability Tensor

Essential to the Placzek approach is the use of the Born-Oppenheimer approxima-

tion to separate the wavefunctions of the system into products of the wavefunctions for each

of the quantum mechanical energy regimes. This approach to the system’s wavefunctions

is also shared in those cases that are not held to the strict conditions assumed by Placzek.

The interaction of the light with the system is assumed to be slow enough such that the

movements of the nuclei with respect to each other are small and the electron displacements

are effectively described with a Hamiltonian representing fixed nuclei [Sakurai, 1994]. This

allows the separation of the overall system wavefunction into a product of wavefunctions.

For a general system wavefunction |j〉,

|j〉 = |ejvjRj〉 → |ej〉|vj〉|Rj〉, also

ωj = ωejvjRj → ωej + ωvj + ωRj
(2.6.1)

where |ej〉, |vj〉, and |Rj〉 are the electronic, vibrational and rotational wavefunctions respec-

tively for overall state j with equivalent separation for the quantum mechanical frequencies

ωj . This separation allows us to pull out the terms that contribute little to the summation

over states by evoking the closure theorem for the wavefunctions. For situations where the

excitation frequency is much smaller than any electronic absorption frequency, yet much

larger than any vibrational or rotational frequency, we can evoke the closure theorem on the

rotational wavefunctions as the contributions of the rotational wavenumbers on the broaden-

ing terms in the denominator are small. In terms of experimental observation, this condition

suggest that the spectra is dominated by the contributions of the vibrational energies with

little or no observed rotational structure in the spectra. resolution statement–washout The
9The work of Shorygin and Behringer and Brandmüller follow the same availability as in 8.
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polarizability then follows as,

[αρσ]fi =
1
~

∑
ervr 6=egvi,

efvf

{
〈vf |〈ef |p̂ρ|er〉|vr〉〈vr|〈er|p̂σ|eg〉|vi〉

ωereg + ωvrvi − ω0 − ıΓervr

+
〈vf |〈ef |p̂σ|er〉|vr〉〈vr|〈er|p̂ρ|eg〉|vi〉

ωeref + ωvrvf + ω0 + ıΓervr

}
.

(2.6.2)

This version of the polarizability tensor holds well for the description of the Raman and

resonance Raman scattering, provided there is not a significant displacement of the nuclei

of the system violating the Born-Oppenheimer approximation. Under the more stringent

assumptions by Placzek the tensor may be separated into two parts, one part for the sum-

mation over states where the intermediate electronic state is the electronic ground state and

the other part for the summation over states where the intermediate and ground electronic

states are different. Also, if the broadening terms are considered small, we obtain,

[αρσ]fi = [αρσ]e
r=eg

fi + [αρσ]e
r 6=eg
fi and

Γervr = Γegvr = 0.
(2.6.3)

For the same electronic state (|er〉 = |eg〉), the separation has the vibrational transition

frequencies, ωvrvi and ωvrvf , in the denominators and since the excitation frequency is

much larger than the vibration, this portion becomes small compared to the |er〉 6= |eg〉
portion. The remaining portion then can be simplified by evoking the closure theorem over

the vibrational states (
∑

vr |vr〉〈vr| = 1) within each of the electronic states, giving the pure

vibrational transition polarizability,

[αρσ]vfvi =
1
~
∑
er 6=eg

{
〈vf |〈eg|p̂ρ|er〉〈er|p̂σ|eg〉|vi〉

ωereg − ω0
+
〈vf |〈eg|p̂σ|er〉〈er|p̂ρ|eg〉|vi〉

ωereg + ω0

}
. (2.6.4)

This expression of the polarizability tensor effectively describes those systems that do not

exhibit significant absorption in the visible, but will exhibit Raman scattering in the visi-

ble. The failing of this expression in the describing resonance Raman scattering is due to

the closure over the vibrational wavefunctions for the intermediate state. In the case of

resonance Raman scattering, the denominators in (2.6.2) are sensitive to the vibrational

energy contributions through the damping term, the separation between the vibrational

frequencies, and the excitation frequencies.
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2.6.2 Improving the Polarizability Tensor

To better describe Raman scattering, various developments found in Albrecht [Al-

brecht, 1961], Rea [Rea, 1960], Clark and Dines [Clark and Dines, 1986], and Galluzzi [Gal-

luzzi, 1985] address different approaches for incorporating the separation between the vibra-

tional and excitation frequencies, and influence of the broadening terms that the Placzek

approach lacked. One of the problems in incorporating these properties us due to the

Born-Oppenheimer approximation. While the approximation considers the electronic and

nuclear displacements as separable, these movements are in fact coupled. This coupling

is realized when the electronic transition moments p̂ρ,σ have a small dependence on the

nuclear displacements, Qk. This is known as the Herzberg-Teller vibronic coupling. If the

nuclear displacements are considered small about their equilibrium positions, such as in

one-quantum vibrational transitions, then the electronic Hamiltonian can be expanded in a

Taylor’s series in the nuclear displacement Qk. Using as the new Hamiltonian the first-order

terms in the Taylor’s series, the electronic transition dipole moments effectively undergo a

small perturbation. Using perturbation theory and considering the additional intermediate

states |s〉 and |t〉 in addition to |r〉 we obtain for the ρ component of the dipole transition,

[pρ]ef ′er′ = [pρ]0ef er +
1
~
∑
es 6=er

∑
k

[pρ]0ef es
hkeser

ωer − ωes
Qk +

1
~
∑
et 6=ef

∑
k

hk
ef et

ωef − ωet
Qk [pρ]0eter ,

(2.6.5)

where the [pρ]0 denotes the unperturbed electronic states’ moments (e. .g. 〈ef |p̂ρ|er〉) and

the vibronic coupling terms are now introduced as,

hkeser = 〈ψes(Q0)|
(∂Ĥe

∂Qk

∣∣∣
0

)
|ψer(Q0)〉, (2.6.6)

where the |ψe(Q0)〉 states describe the electronic wavefunctions of the undisturbed equi-

librium nuclear positions Q0. Similar results follow for the σ component of the dipole

transition. Following the development given in Section 2.5 with these new dipole transition

moments expanded for the vibronic coupling contributions, we arrive at a useful descrip-

tion of the Raman and resonance Raman scattering polarizability tensor incorporating the

frequency proximity and broadening term sensitivity absent in the Placzek development.

The polarizability is separated in to different terms, each describing a particular set of con-

tributing mechanisms to the scattering tensor. This form is the Abcd notation presented

in the next section.
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2.7 Polarizability for Resonance Raman

The Abcd notation for the polarizability is [αρσ]egvf :egvi = A+B + C +D, with

the terms defined in (2.7.1) as,

A =
1
~

[pρ]0eger [pσ]0ereg
∑
vrk

〈vf(g)
k |vr(r)k 〉〈vr(r)k |vi(g)k 〉

ωervrk:egvik
− ω0 − ıΓervrk

B =
1
~2

[pρ]0eges
hkeser

ωer − ωes
[pσ]0ereg

∑
vrk

〈vf(g)
k |Qk|v

r(r)
k 〉〈vr(r)k |vi(g)k 〉

ωervrk:egvik
− ω0 − ıΓervrk

+

1
~2

[pρ]0eger
hkeres

ωer − ωes
[pσ]0eseg

∑
vrk

〈vf(g)
k |vr(r)k 〉〈vr(r)k |Qk|v

i(g)
k 〉

ωervrk:egvik
− ω0 − ıΓervrk

C =
1
~2

hkeget

ωeg − ωet
[pρ]0eter [pσ]0ereg

∑
vrk

〈vf(g)
k |Qk|v

r(r)
k 〉〈vr(r)k |vi(g)k 〉

ωervrk:egvik
− ω0 − ıΓervrk

+

1
~2

[pρ]0eger [pσ]0eret
hketeg

ωeg − ωet
∑
vrk

〈vf(g)
k |Qk|v

r(r)
k 〉〈vr(r)k |vi(g)k 〉

ωervrk:egvik
− ω0 − ıΓervrk

D =
1
~3

[pρ]0eges
hkeserh

k
eres′

(ωer − ωes)(ωer − ωes′ )
[pσ]0

es′eg

∑
vrk,v

r
k′

〈vf(g)
k |Qk|v

r(r)
k 〉〈vr(r)k′ |Qk′ |v

i(g)
k′ 〉

ωervrk:egvik
− ω0 − ıΓervrk

.

(2.7.1)

Each term of [αρσ]egvf :egvi describes a specific transition regime that contributes to polariz-

ability. The expressions of (2.7.1) describe these transition regimes for vibrational resonance

Raman where the system is initially in the ground electronic state, and returns to a final

state within the ground electronic state is expressed in the notation, [egvf : egvi]. The

vibrational transitions are our primary interest in this work. We allow for the intermediate

states to be within (resonance) or near (preresonance) the first excited electronic state with

the system returning to a vibrational level within the ground electronic state. These tran-

sitions are expected for the frequency range of our available excitation light source based

on the available absorption spectra for the systems under investigation.

2.7.1 A-Term Contribution

There are two requirements to allow A-term contribution to the scattering inten-

sity. First, the electric dipole transitions [pρ]0eger and [pσ]0ereg must be non-zero, meaning

that the transitions must be electric-dipole allowed. This condition is satisfied for tran-

sitions within an intense absorption band. The magnitudes of these transitions moments



24

can be large; whereas weak intensity bands, while dipole-allowed, may not have signifi-

cant contribution to the scattering intensity. Second, the vibrational overlap integrals or

Franck-Condon factors, 〈vf(g)
k |vr(r)k 〉 and 〈vr(r)k |vi(g)k 〉, must also be non-zero, establishing the

selection rules for the allowed transitions. This requirement for non-zero Franck-Condon

factors is satisfied in several ways. For orthogonal vibrational wavefunctions, recall that

〈vl|vm〉 = δlm which would require that vf(g)
k = v

r(r)
k = v

i(g)
k . Under this condition, no

transition takes place; therefore there is no contribution to the scattering intensity. Contri-

bution from the A-term arises from non-orthogonal wavefunctions and these are the most

significant source of overtones observed in the experimental spectra. Non-orthogonality

is related to differences between the potential energy surfaces of the initial, intermediate,

and final states. One case occurs when the initial and final states are different, such that

ωervrk 6= ωegvik
. A second case is found when the potential energy surface minimum of the

excited state is offset from the equilibrium position of the initial state potential energy sur-

face. In terms of normal coordinates of the system, Qk, then ∆Qk 6= 0 which is essentially

a result of changes in molecular geometry. If these changes in geometry are associated with

distortions in the molecule that are symmetric, such as changes in bond angles and bond

lengths, then the offset is deemed totally symmetric and only effects those vibrational modes

that are about those normal coordinates. An example of such a change is the ring breath-

ing vibrational mode of the benzene molecule, where the bond lengths between the carbon

atoms all lengthen and shrink along the bond. While the overall symmetry of the molecule

is preserved, the molecule has obviously distorted. Should the symmetries in the excited

state and ground states differ, then not only does the ground state symmetry matter but

those shared symmetry aspects of the excited state as well. This condition serves to remove

degeneracies and configure the molecule into more stable geometries even if symmetry is

removed. Figure 2.3 illustrates how the potential energy surface differences influence the

amplitude of the Franck-Condon factors. In Figure 2.3 the symmetries of the states are

the same, however with only small offsets in the potential energy surface minimums, the

Franck-Condon factors can become quite large [Ellis et al., 2005].

When the potential energy minima are not offset, so ∆Qk = 0, then both totally

symmetric modes and non-totally symmetric modes can give non-zero vibrational overlap

integrals provided the vibrational energies ωer 6= ωeg . Hence there will be no A-term scat-

tering for same energy vibrational levels in symmetrically similar electronic states. If the
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Figure 2.3: Illustration of the Franck-Condon effect in a two state scattering system.

vibrational energies are different, then both symmetrically similar and non-totally symmet-

ric electronic states will contribute to the scattering intensity. In the case where ∆Qk 6= 0,

it is only the total symmetric modes that contribute to the scattering intensity.

2.7.2 B-Term Contribution

Non-zero B-term contributions require several conditions to be satisfied. As with

the A-term, the electric-dipole transition must be allowed, particularly both transition

dipole moments from the ground (initial) to the intermediate (s), [pσ]0eseg and [pσ]0ereg , and

the intermediate (s) to the ground (final), [pρ]0eges and [pρ]0eger . Additionally, one of the

vibronic coupling terms, hkeser and hkeres , must also be non-zero. These terms describe

the mixing or linkage between the intermediate states |er〉 and |es〉 through the normal

coordinate Qk as described by (2.6.6). Symmetry arguments dictate that the vibronic

coupling terms will only be non-zero for either totally symmetric or non-totally symmetric

fundamental modes. For totally symmetric modes, the intermediate electronic states, r and

s, must have the same symmetry, and since same symmetry electronic states are usually

not close together, the vibronic term is small as there is a large energy difference between

the intermediate states, so ∆ωeres = ωer − ωes is large.

Finally we need to consider the vibrational transition integrals, 〈vf(g)
k |Qk|v

r(r)
k 〉 and

〈vr(r)k |Qk|v
i(g)
k 〉, and the overlap integrals, 〈vr(r)k |vi(g)k 〉 and 〈vf(g)

k |vr(r)k 〉. The selection rules

for the products of these integrals limits the B-term contribution to only fundamental vibra-
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tional modes. Considering the harmonic oscillator approximation as an example and using

the harmonic oscillator ladder operators, the vibrational transition integrals and overlap in-

tegral products will be of the form 〈vf(g)
k |Qk|v

r(r)
k 〉〈vr(r)k |vi(g)k 〉 = 〈1f(g)

k |Qk|0
r(r)
k 〉〈0r(r)k |0i(g)k 〉

and provide non-zero contribution. Unlike the A-term contributions, the B-term is not re-

sponsible for any overtone enhancements due to this fundamental mode restriction. When

the excitation frequency is sufficiently different from the absorption frequency, the main

contributions to the scattering intensity originate in the B-term.

2.7.3 C- and D-Term Contributions

In many systems the contributions from C and D terms are mostly negligible. The

vibronic coupling mechanism in the C-term arises from interactions of the ground state with

a higher set of intermediate states (t), unlike in the B-term, where the vibronic coupling

is between the intermediate states only. The energy difference between the ground state

and the intermediate states can be fairly large, making the contribution of these vibronic

couplings quite small. Otherwise the same conditions of allowed electric dipole transitions

and non-zero vibrational transitions and overlap integrals presented for the B-term apply

to the C-term. The D-term describes the interactions of excited states with other excited

states. Overtone and binary combination vibrational modes are associated with the D-term

and are expected to be considerably weak.

2.8 Considerations Relative to this Study

To close the discussion on the theoretical development of resonance Raman, I will

address some limitations on the application of these theoretical results to our experimental

work. In an ideal situation, the experimental data would enable us to extract various infor-

mation about the states and transitions contributing to the scattering intensity. One of the

benefits of resonance enhancement of the Raman scattering intensity is the participation of

only a limited set of transitions to the first excited electronic state. This can lead to simpli-

fications in the computation of the scattering tensor elements, unlike non-resonant Raman

scattering, where a large number of intermediate states may be participating in the intensity.

However, determining the participating transitions in the resonance Raman regime requires

an understanding, a priori, of the potential energy surface of the first excited state and how
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the vibrational levels are distributed. This task becomes significantly complicated as the

system under investigation increases in complexity. One technique used to distinguish what

may or may not be contributing to the scattering intensity is to select out participating

transitions based on their polarization using an polarization analyzer. Typically spectra

acquisition involves measuring the polarization state of the spectra and establishing a set

of depolarization ratios for the spectral features. Using a polarization analyzer, we can

essentially limit the number of matrix elements in [αρσ]egvf :egvi that need to be determined

because only certain states will be responsible for the scattering intensity of a particular

polarization [Esposito et al., 1997]. Figure 2.4 illustrates the scattering arrangement in this

work, excluding the analyzer.

Figure 2.4: 90 degree Raman scattering configuration showing how the observed signal
originates from a spatial average of a random ensemble of scattering agents.

With the exception of diamond, our sample systems are liquid and due to the

random orientation of the individual molecules in bulk volume the scattering intensity is

attributable to spatial average of the excited molecules. The spatial average of the intensity

is related to the invariants of the polarizability tensor under rotations and transitions, which

are tabulated [Long, 2002]. By changing the scattering angle and utilizing a polarization

analyzer, determination of the contributing terms of the polarizability tensor can be sim-

plified due to the properties of the invariants. In our work presented here, no polarization

analyzer was utilized and the scattering angle was fixed at 90 degrees for all experimental

trials. This limits the amount of information we can extract from the experimental spectra.

Additionally, the spectra obtained from the diamond suffers from similar limitations on the
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amount of information we can extract. In our experiments, the orientation of the diamond

sample was not fixed and the surface features of the diamond are not well classified as the

diamond is a rough stone instead of a precision cut crystal or deposited film. The scatter-

ing intensity of solid and crystalline sample species is strongly dependent on the geometric

structure and orientation of the crystal and changing its orientation may complicate spec-

tral interpretation [Smith and Dent, 2005].

Finally, for a portion of our investigations we utilized binary liquid sample species.

This introduces the spectral features of the solvent, solvent fluorescence, and may introduce

some solvent related shifting of the vibrational energies of both the solute and solvent. In the

resonance Raman regime, the spectral features are easily distinguished due to the selective

enhancement while on resonance. Typically the solute and solvent do not share similar

absorption profiles [Jones et al., 1985; Browne and McGarvey, 2007]. The fluorescence

of the solvent is not an issue for our ultraviolet excitation; as observed by Asher et al.

[Asher and Johnson, 1984; Asher, 1993a] the fluorescence is not significant for excitation

wavelengths below approximately 270nm. Finally, the solvent induced effects on the Raman

spectra may mask certain spectra features of the solute. The solvent may introduce some

low-frequency vibrational motions to the solute that appear in the spectra, and there may be

uncertain local environmental fluctuations that couple into the vibrational energies as well

[Siebrand and Zgierski, 1982]. These effects will tend to shift the spectral peaks and may

broaden the solute’s spectral lineshapes. While the accounting for the spectral shifts is fairly

straight-forward, the broadening may not be clear and this can complicate estimations on

the lifetimes of the participating intermediate states. Recall that the lifetimes are related to

the broadening terms in the denominators of the polarizability tensor elements. While near

resonance, the broadening term is very influential due to the small energy difference between

the absorption and excitation frequencies; also this can only reveal significant information

about the intermediate state if the solvent influence is well understood.
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Chapter 3

Instrumentation

3.1 Overview

This chapter will describe the significant components and arrangement of the ex-

perimental apparatus utilized in conducting the research. The apparatus is divided into

three portions: sample positioning, wavelength tunable excitation light source, and the

spectrometer system. Particular attention is given to discussion of the tunable excitation

source. Also, a model to estimate the spectral efficiency of the spectrometer system is

presented.

3.2 General Apparatus

3.2.1 Sample Positioning

Sample positioning in our apparatus is fairly straightforward. Positioning is han-

dled in two fashions: one by direct movement of the sample with respect to the spectrome-

ter’s coupling optics, and the other by sweeping the incident light across a stationary sample.

We employ a 90 degree scattering geometry and control the sample’s three spatial coordi-

nates utilizing two simple linear stages and a two-axis rotational mount. The positioning

arrangement is primarily sensitive in the horizontal and vertical axes (Y and Z respectively

in Figure 3.1). The Y-axis corresponds to the excitation laser beam’s horizontal position

relative to the vertical spectrometer slit. The Z-axis corresponds to the distance from the

sample to the collection optics’ focal plane. Experimental trials have the sample placed
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in the focal plane of the collection optics with the excitation laser beam centered on the

sample. The optimal sample position is the position where the interaction volume of the

sample is within the focus of the spectrometer coupling optics. Figure 3.1 illustrates the

standard experimental configuration.

Figure 3.1: Illustration of the typical experimental configuration.

3.2.2 Spectrometer Coupling

Initial trials were performed using a smaller spectrometer (Instruments SA HR-

320). The HR-320 spectrometer has a small dispersion yielding approximately 20nm across

the exit slit and has a focal length of 0.1m, using a 1200 gr/mm grating. The main exper-

imental trials were performed using a larger spectrometer (Spex Triplemate 1877) and its

specifications are outlined in Section 3.5. The coupling optics we utilized readily available

off-the-shelf ultraviolet grade fused silica lenses and sapphire windows. The lens arrange-

ment is a split-lens configuration, using two lenses to image the focal spot from the sample

onto the spectrometer entrance slit. The lens selection allowed some flexibility in positioning

of the focal spot with respect to the spectrometer while attempting to match the available
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numerical aperture of the spectrometer. Equations (3.2.1) are used to calculate the lens

parameters and the best matches available are selected from vendors such as Thor Labs and

Edmund Optics.

f/# =
f

D
=

1
2NA

and NA = n sin θ, (3.2.1)

where n = 1, for the index of refraction of air. Figure 3.2 shows the arrangement of the

optics used to calculate the parameter values and Table 3.1 lists these parameters for both

the Spex and Instrument SA spectrometer systems. There is a shortcoming of this method

Figure 3.2: Schematic used for calculating the coupling optics’ parameters.

Table 3.1: Summary of calculated coupling optics parameters.

Spectrometer Slit Width ∅3, (mm) f/# NA Front Lens fb Back Lens f ′c (θ1, θ2)

HR-320 0.05 6.4 0.078 38mm 175mm 8.75◦, 3.06◦

Spex 1.5 3.9 0.128 38mm 75mm 8.75◦, 6.55◦

Spex étendue 4.6e-9 r1 = 0.5mm r2 = 125µm d = 2640mm

Clear apertures, ∅2, are taken as 0.75∅lens = 18.75mm. For the étendue calculation ωf = 2r1 and 2r2 is

the main slit width of the Spex spectrometer.

of coupling into the spectrometer. The coupling of the light from the scattering region into

the spectrometer slit is not very efficient. This can be quantified by the total étendue of the

system.1 Étendue can be calculated using different methods; to calculate the total étendue,

Λ, for our system, consider the following method utilizing the shape factor, FA1−A2 , going
1The étendue of an optical system is either conserved or increasing [Chaves, 2008]. The interpretation

then is that some optical element in the system (such as a slit) will limit the maximum throughput of the
system.
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from surface A1 to A2:

FA1−A2 =
1
2
(
Z −

√
Z2 − 4X2Y 2

)
, and (3.2.2)

Λ = πA1FA1−A2 , (3.2.3)

where X = r2/d, Y = d/r1, Z = 1+(1+X2)Y 2, and r1,2 are the radii of the circular surfaces

A1,2 separated by distance d [Chaves, 2008]. The circular surface areas, A1,2, are determined

from the coupling lens focal waist and the spectrometer slit width. The focal waist of the

coupling lens can be approximated by: ωf = 2.44λf/D, where D is the clear aperture of

the lens, and for λ = 250nm the expected waist size is ∼ 1µm [Moore et al., 1989]. The

total étendue for our system is listed in Table 3.1. Clearly, focusing the incident light to a

focal spot would be more efficient, taking advantage of filling the numerical aperture of the

first coupling lens; however, having a continuously variable wavelength light source compli-

cates any light focusing arrangements due to chromatic abberation. Normally, utilizing an

achromat lens is sufficient to correct for chromatic abberation, however, the availability of

achromat lenses that cover the ultraviolet to deep ultraviolet portion of the spectrum are

sparse (and expensive). Typical optically transparent adhesives (such as the Norland opti-

cal adhesives) tend to exhibit transparency in the visible, while showing strong absorption

in the ultraviolet.2 Though small changes in the tuning wavelength is manageable, changes

larger than several tens of nanometers causes the coupling to become disjointed.

A more significant issue is associated with the focusing of high-power laser pulses.

The energy density of the focused laser pulse is sufficient to cause the breakdown of the

sample material at reasonable laser operating power. A consequence is the generation of

residues from the breakdown of the sample on the container window. The residue interferes

with both the Raman spectra and may attenuate the incident and signal light. Several

arrangements were attempted to improve the coupling. One scheme involved using lenses of

appreciably long focal lengths optimized for different wavelengths. The lenses were placed

downstream of the sample to focus the light some before the sample was illuminated. The

second scheme utilized a spherical mirror to reflect the light into the sample with the sample

placed inside the mirror’s focal length. Both of these attempts yielded little in terms of

signal enhancements, due primarily to the attenuation of the incident laser power by the
2Norland adhesives are UV cured and show strong fluorescence after curing.
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anti-reflective coatings and substrate materials of the lenses and the protective coating of

the spherical mirror.

3.2.3 Other Sample Control

The original experimental proposal for this work was to investigate tunable excita-

tion resonance Raman enhancements in vapor phase species. Sample control for the vapor

species is identical to that of the liquid sample species excluding the sample container. This

sample vessel comprised a rectangular block of stainless steel fitted with sapphire windows

on two parallel faces and one sapphire window on a face perpendicular to the other two

windows. The windows were secured to the stainless steel block with ultraviolet curing

epoxy (Norland Optical Adhesives 81) such that the vessel could be evacuated and filled

with a sample vapor. Fixturing for evacuation and cleaning were also machined into the

block. A Peltier junction could be attached to a plain face of the vessel for temperature

control. Additional gas and vacuum control components were assembled for filling and

evacuation of the vessel. Initial trials investigating Raman scatting intensities for ambient

atmospheric nitrogen and oxygen Raman scatter demonstrated major limitations in obtain-

ing vapor sample Raman spectra with our laser source, coupling efficiency, and imaging

method. These limitations arise from the low scattering cross-sections typical of gas and

vapor phase sample species. Observation of the vibrational Raman of nitrogen required

significant incident laser power for illumination at 357nm and long image acquisition time

(> 2min). While the acquisition time is manageable, the laser power limitation is the pri-

mary limiting factor in obtaining vapor phase Raman spectra for tunable excitation. The

nitrogen spectra were obtained using the pump source for the optical parametric oscillator

(OPO), not the tunable signal of the OPO. The pump source power is significantly larger

than the OPO signal power and to observe any Raman spectra for nitrogen required both

hard driving of the OPO system (which could damage the OPO system) and long image

acquisition times (> 10min). These factors made gas and vapor sample investigation even

with resonance enhancement impractical for our experimental arrangement (in hind-sight).

Illumination of the liquid samples held in the sample container depicted in Figure

3.1 posed an additional problem. The initial spectra collected utilizing the sample holder

(and another similar sample container) showed the Raman spectral features of the sample
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container itself. The sample container is made of polytetrafluoroethylene (Ptfe) which

has distinct spectral features occurring nearby significant spectral features of several of our

sample species. The sample itself acts as a waveguide for the excitation light while in the

sample container and couples the excitation light onto the Ptfe sample cell surface. The

corresponding Raman scattered signal from the sample container adds spectral features

which are easily detected and identified; however they are still undesirable. A solution for

this problem is to mask the excitation light from the internal surface of the sample container

by using an aluminum shroud inside the sample holder; since the metal surface does not

contribute a Raman scattering signal.

3.3 Data Acquisition

Both the Spex and Instruments SA spectrometers utilize computer control for

wavelength tuning. The Instruments SA system utilizes routines from a custom, in-house

data acquisition package written in the graphical programming language LabView from

National Instruments Corporation. These routines are part of a larger set of data acqui-

sition and control programs authored by Dr. Hans Hallen entitled Data Taker. The Spex

system, loaned by Dr. Robert Nemanich, is controlled by a dedicated computer interface

and software supplied by the manufacturer. The spectrometer detector images for both

systems used a charge-coupled device (CCD) camera. The initial experimental trials used a

Santa Barbra Instrument Group (Sbig) CCD-UV Model ST-6 camera with software control

provided by the lab’s Data Taker suite. After these initial trails, another imaging system be-

come available courtesy of Michigan Aerospace Corporation. This instrument is an Andor

iXonEM DU-897 (with back illumination) with a PCI card interface and software from the

manufacturer. The images were stored as standard FITS format files and processed using

Matlab and the open source statistical analysis package R. The processing and analysis

algorithms are discussed in Chapter 4.

The Andor camera was designed with a precision temperature control to regulate

the CCD element’s operating temperature over a large range from ambient temperature.

The camera is equipped with an inboard fluid heat exchange which operated with circulat-

ing water to provide consistent operation of the CCD at −80 ◦C using room temperature

coolant water. The Sbig camera was designed with a modest CCD temperature control lim-

ited primarily by ambient temperature. The camera was fitted with a fluid heat exchange by
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a prior graduate student (Eric Ayers) to allow additional cooling. With additional cooling,

the Sbig camera could maintain a stable CCD operating temperature of approximately

−40 ◦C provided the liquid coolant was near 0 ◦C. The heat exchange was improved by

an undergraduate student (Ryan Neely, III) to better couple the camera’s Peltier junction

to the heat exchange to permit lower CCD operating temperature. However stable oper-

ating temperature of the Sbig camera was cumbersome due to the requirement that the

coolant also have a stable temperature and limited the consistent operating temperature

to approximately −45 ◦C over long (several hours) data collection trials. The need for the

lowest possible CCD operating temperature is due to the temperature dependence of the

dark counts of the CCD; the dark current, D, can (to first approximation) be expressed as:

D = D0 exp(−∆E/kT ), where ∆E is the activation energy of the CCD substrate, k is Boltz-

manns constant, and T the absolute temperature (D0 empirically determined) [Widenhorn

et al., 2001]. By reducing the temperature of the CCD, we can increase data acquisition

time without introducing too much noise into the image. Table 3.2 list some of the relevant

camera parameters. The overall gain in using the Andor camera is expediency.

Table 3.2: Comparison of Sbig and Andor camera parameters.

Parameter Sbig [SBIG, 1996] Andor [Andor, 2008] Units

Image Size 8.6× 6.5 8.2× 8.2 mm
Pixel Size 23× 27 16× 16 µm

Pixel Area 375× 242 512× 512 pixel
Readout Noise 30 25 e− rms

Full Well Capacity 400 800 ke− max
Saturation 216 − 1 Variable by Gain counts

Read Bit Resolution 16 16 bit
Average Operation Temperature -45 -80 ◦C, thermoelectric

3.4 Optical Parametric Oscillator

The tunable light source, we utilized an optical parametric oscillator (OPO) from

U-Oplaz (OPO BBO-3B + BBO-SHG Type I, Model S) [U-O, 1999]. The tuning range is

from 210nm to 2µm with an average power of approximately 0.25mW to 15mW across

this range respectively. The OPO system is pumped using the third harmonic (354.7nm)

of a pulsed, Q-switched Quanta Ray Indi-50-10 Nd:YAG laser from Spectra-Physics. The
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laser has a 8ns pulse width with a repetition rate of 10Hz and maximum power of approx-

imately 6W [Spe, 1998]. Our experimental trials restricted the maximum laser power to

approximately 4W to minimize the possibility of damaging optical components in the OPO

system. Figure 3.3 details the arrangement of our system. The remainder will outline the

basic theory and operation of the OPO system. Excellent coverage of theory of nonlinear

optics is given in Yariv, [Yariv, 1975], and an engineering approach on laser systems (includ-

ing nonlinear optical systems) is given in Kuhn [Kuhn, 1998]. Coverage of nonlinear optics

theory and materials is provided in Sutherland [Sutherland, 2003], Boyd [Boyd, 1992], and

Dmitriev et al. [Dmitriev et al., 1999].

Figure 3.3: Schematic of the Ncsu OPO system.

3.4.1 Phase-Matching Conditions

Optical parametric oscillators share similarities with laser cavities. Light from an

OPO cavity is highly monochromatic, coherent, displays laser speckle and the beam profiles

are typically Gaussian and propagate in TEM0,0 mode [Kuhn, 1998]. Optical parametric

oscillation arises from the nonlinear optical susceptibility tensor, χijk, and is specifically

a second order process, χ(2)
ijk, as with frequency doubling and sum/difference frequency

generation. The electric polarization for a nonlinear material, P(~r, t), can be expressed as,

P(~r, t) = χ(1)E(~r, t) + χ(2)E2(~r, t) + χ(3)E3(~r, t) + · · · , (3.4.1)

where E represents the electric field interacting with the nonlinear medium. Substitution

of P(~r, t) into Maxwell’s equations and solving the wave equations for the appropriate
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boundary conditions yields the phase-matching conditions:

k3 = k1 + k2 with, (3.4.2)

|kj | =
n(ωj)ωj

c
, and more generally, (3.4.3)

ω3 = ω1 + ω2. (3.4.4)

Depending on the nonlinear material, this phase-matching can become rather complicated.

Equation (3.4.2) gives the most general form for the phase-matching condition, vector phase-

matching, where the field propagation directions may not necessarily be collinear. Scalar

phase-matching is the least complicated with respect to the apparatus [Sutherland, 2003].

Our system utilizes scalar phase-matching (Equation (3.4.4)) where the field propagation

vectors are collinear. The remaining discussion will assume scalar phase-matching. The

phase-matching condition is equivalent to the conservation of energy for the associated

photons, E = ~ω = hν. The OPO process is parametric since by adjustment one of the ωi,

energy conservation requires the others to change. Parametric oscillation uses an oscillation

at one frequency to drive the oscillation of two other distinct frequencies. Placing a nonlinear

crystal into an optical resonator with resonating modes for the ω1 (signal) or ω2 (idler) waves

or both lead to parametric oscillations in these modes [Yariv, 1975]. At a certain threshold

level, the resonator cavity loss balances the cavity’s gain and any additional energy input

is delivered to the signal and idler oscillations. This results in a frequency variable cavity

whose output is modulated by the phase-matching conditions, (3.4.4), of the crystal.

3.4.2 Nonlinear Crystal Properties

Birefringent crystals are attractive for use in nonlinear light generation. Birefrin-

gent crystals exhibit double refraction, due to the existence of two indices of refraction,

depending on the direction transversed in the crystal [Fowles, 1968]. The indices of refrac-

tion are termed ordinary index of refraction and extraordinary index of refraction. Phase-

matching with a birefringent crystal is accomplished when the field propagating along the

direction of the ordinary index of refraction is equivalent to that propagating along the di-

rection of the extraordinary index of refraction, or ∆n = ne−no = 0, where e and o specify

extraordinary and ordinary respectively.3 Several methods can be utilized to change the
3This could also be accomplished using mixed polarization for the incident field as the ordinary and

extraordinary ray propagations are polarization dependent.
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refractive indices of birefringent crystals including temperature variation, acoustic modula-

tion, piezoelectric modulation, and angular rotation of the crystal. The most economical

scheme is to utilize angular tuning, as with our system; however this economy comes at a

price. Angular tuning is susceptible to the walk-off of the output beam due to the light prop-

agation path through the material, a problem more significant for long crystal dimensions.

Depending on the crystal material, the conversion efficiency and tuning range available can

vary appreciably.

Nonlinear crystals are classified based on their spatial symmetry. The spatial

symmetry effectively determines which elements of the susceptibility tensor are non-zero

[Boyd, 1992]. These crystal classes influence the usefulness of a material for particular

schemes of nonlinear light generation and the phase-matching conditions. Crystals utilized

for most nonlinear light generation belong to either the biaxial or uniaxial classes. Our

system utilizes two different uniaxial crystals and the axes conventions are illustrated in

Figure 3.4. A nonlinear crystal is specified by a cut (its phase-matching angles), defined

by the angular values θ and φ. These angles relate to the elements of the susceptibility

tensor, χ(2)
ijk are given in a contracted notation, dijk = 1

2χ
(2)
ijk. In our system we use beta

Figure 3.4: Illustration of uniaxial nonlinear crystal conventions.

barium borate (BBO), β-BaB2O4, and potassium dihydrogen phosphate (KDP), KH2PO4.
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Initially the system was exclusively BBO, however mechanical damage to the second (2ω)

and third (3ω) harmonic generator crystals for the Nd:YAG laser resulted in using a set

of KDP crystals for the second and third Nd:YAG harmonics. Both crystals are negative

uniaxial (no > ne), with BBO belonging to the 3m symmetry class and KPD belonging to

the 4̄2m symmetry class [Dmitriev et al., 1999]. Figure 3.5 shows the calculated ordinary

and extraordinary refractive indices of BBO and KDP given by their Sellmeier’s equations

(3.4.5), with the shaded regions indicating the possible phase-matching values [Dmitriev

et al., 1999; Nikogosyan, 1991].

BBO :


n2
o = 2.7359 +

0.01878
λ2 − 0.01822

− 0.01354λ2

n2
e = 2.3753 +

0.01224
λ2 − 0.01667

− 0.01516λ2

KDP :


n2
o = 2.259276 +

13.00522λ2

λ2 − 400
− 0.01008956
λ2 − 77.26408−1

n2
e = 2.132668 +

3.2279924λ2

λ2 − 400
− 0.008637494
λ2 − 81.42631−1

(3.4.5)

Figure 3.5: Sellmeier’s dispersion for KDP (left) and BBO (right) between 190nm and
800nm. Shaded regions indicate values conducive to phase-matching.
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3.4.3 Angular Tuning Curves

Due to birefringence, phase-matching will only occur for certain values of the

refractive indices given by the Sellmeier’s equations (3.4.5). The birefringence introduces

an angular dependence to the Sellmeier’s equations for an incident wave. This yields angular

tuning curves for the crystals. For uniaxial crystals, the tuning angle, θ, is given by solving

1
n2
e(θ)

=
cos2 θ

n2
o

+
sin2 θ

n2
e

. (3.4.6)

The polarization relationship between the pump, idler, and signal beams in the OPO system

are also important to consider. The polarization state of the beams determines the crystal

cut and tuning angle range available for specific crystal materials. The convention for

describing this relationship references the polarization in terms of crystal’s refractive index

directions. The ordinary and extraordinary index directions are orthogonal inside uniaxial

crystals and as such the convention describes the polarization state of each of the beams in

terms of what direction it propagates in the crystal. The notation for our system is given

as:

(x, y, z)
lab axes

→ L (X,Y, Z)
crystal axes

→ (ooe)→ (idler, signal, pump),

where L projects the crystal axes onto the lab axes.

Our system utilizes the (ooe) configuration, which is a Type I phase-matching configuration.

Solving Equations (3.4.4) and (3.4.6) provides the phase-matching angle, θpm.

ne(θ, λp)
λp

=
no(λs)
λs

+ no(λi)
( 1
λp
− 1
λs

)
(ooe) (3.4.7)

Calculated angular tuning curves based on Equations (3.4.5), (3.4.6), and (3.4.7) are shown

in Figure 3.6. In the angular tuning, the phase-matching angle will reach a maximum value,

called the degeneracy point, which bounds the upper limit on the signal wavelength. The

crystal type and cut can be selected to accommodate a range of phase-matching schemes.

As previously mentioned, we utilize two types of crystals. The crystal parameters for BBO

are listed in Table 3.3.4

4The crystal parameters for the KDP crystals is unknown. Only the polarization states of the exiting
fundamental, second and third harmonics for the Nd:YAG laser light are known. The KDP crystals are
Type I phase-matching.
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Figure 3.6: Theoretical angular tuning curve for BBO in the Type I (ooe) phase-matching
scheme.

Table 3.3: BBO crystal parameters for the Ncsu OPO system.

Use Cut Angles L,W,H in mm
θ φ

YAG SHG 22.8◦ 0◦ 7,9,9
YAG THG 31.3◦ 0◦ 6,9,8

OPO 30◦ 0◦ 17,7,5
OPO SHG1 56◦ 0◦ 5,10,7
OPO SHG2 36◦ 0◦ 5,10,7

3.4.4 Output Characteristics

When the field propagation and polarization directions are fixed (as with our

system), the nonlinear polarization P(~r, t) can be expressed as a scalar quantity,

P (ω3) = 4deffE(ω1)E(ω2), (3.4.8)

where deff is the effective value of the second order susceptibility tensor (in reduced nota-

tion). The calculation of the propagation fields, power, intensity, and conversion efficiencies

are greatly simplified using deff . Additionally should the lowest resonant frequency of the

system be much greater than the optical frequencies encountered in the nonlinear interac-

tions, the nonlinear susceptibility becomes approximately independent of frequency. This is

termed Kleinman symmetry and for many nonlinear materials this approximation is valid
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within the ultraviolet through infrared region (150nm to 2.5nm). Table 3.4 lists the rele-

vant deff expressions for BBO and KDP, with θ equal to the phase-matching angle. The

Table 3.4: Values of deff for BBO and KDP for common phase-matching schemes under
Kleinman symmetry approximation.

Polarizations BBO (3m) KDP (4̄2m)

ooe, oeo, eoo d15 sin θ − d22 cos θ sin 3φ −d14 sin θ sin 2φ
eeo, eoe, oee d22 cos2 θ cos 3φ d14 sin 2θ cos 2φ

expressions listed in Table 3.4 can be used to estimate the conversion efficiencies of the non-

linear processes in the system, including the harmonic stages of the Nd:YAG laser, the OPO

and the second harmonic stages of the OPO. Sutherland [Sutherland, 2003] and Dmitriev

et al. [Dmitriev et al., 1999] outline several approaches to obtaining these efficiencies. The

efficiencies at the different stages of the light generation chain are not linearly related to

one another and the relationships can be determined theoretically. Measurements have been

taken at the different stages in our system to estimate the composite conversion efficiency

from Nd:YAG laser output to ultraviolet OPO output. These measurements were taken

after the installation of a new OPO BBO cavity crystal with KDP SHG/THG Nd:YAG

stages using an Ophir Nova power meter averaging for 30 seconds.

(270mW )
pump: 355nm

→ (14.7mW )
signal: 440nm

→ (0.45mW )
UV : 220nm

usual UV operation power ≈ 3mW
(3.4.9)

BBO has a more favorable nonlinear conversion efficiency compared to KDP. Using KDP in

the second and third harmonic stages of the Nd:YAG has compromised the overall conversion

efficiency. We have observed the increased conversion efficiency using BBO in the second

and third harmonic stages. A simple performance estimate of conversion efficiency for

second harmonic conversion in BBO and KDP is possible and is illustrated in Figure 3.7.

The second harmonic power conversion efficiency can be estimated using (3.4.10) for crystal

length L and incident power density PD:

ηshg = tanh2
( L

Lnl

)
, Lnl =

1
σa0

, σ =
8π2deff
nωλω

, and a0 =

√
752(PD)
πnω

, (3.4.10)

where Lnl is the effective nonlinear length of the crystal [Dmitriev et al., 1999]. In Figure

3.7 the conversion efficiencies are compared for variations in power density and crystal
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length. Clearly BBO provides better second harmonic generation performance than KDP

for equivalent incident power densities and crystal lengths. A trade-off exists between

power density and crystal length. Obviously for appreciably long crystals, the conversion

performance of both types of materials approach unity. Effectively all incident photons

are converted. However long crystals can experience significant walk-off and are prone to

inhomogeneous heating as incident power is applied to the crystal [Dmitriev et al., 1999].

To improve beam quality and retain high conversion efficiency, short crystal lengths are

desirable with modest incident power densities applied. In this case BBO is a superior choice

to KDP. The trade-off between power density and crystal length comes at the expense of

power damage threshold however. KDP is known to have a high power damage threshold

(> 5GW cm−2 at 1064nm for 10ns), whereas BBO has a modest damage threshold of

(∼ 1GW cm−2 at 1064nm for 10ns) [Dmitriev et al., 1999]. The damage threshold can

affect the total power conversion efficiency of a system by limiting the incident power density.

The performance estimates from (3.4.10) provide a guide to choosing crystal material and

establishes limits for power densities at different stages in the system. For our system, BBO

is an optimal choice in all stages of the light generation. Overall a high conversion efficiency

in the early stages of the light generation chain yield improved beam quality in the later

stages and result in reduced wear and tear on the nonlinear crystals throughout the system.

Figure 3.8 details the elements of our OPO cavity, with Figure 3.9 showing the OPO cavity

during operation.

Figure 3.7: Theoretical power conversion efficiency of KDP and BBO for different incident
power densities and crystal lengths.
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Figure 3.8: Configuration of the Type I phase-matching OPO cavity of the Ncsu OPO
system.

Figure 3.9: The Ncsu OPO system in operation. The Nd:YAG laser and SHG/THG system
are on right concealed by protective fabric.
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3.5 Spectrometer Model

3.5.1 Overview

For proper processing of the camera image data, several corrections need to be

considered. One of those corrections requires an understanding of the contribution of the

spectrometer spectral efficiency in the image data. To gain an insight into this contribution,

a simple model of the spectrometer spectral efficiency has been developed based on the

cumulative spectral efficiencies of the spectrometer optics and CCD camera. The motivation

for this model is due to the lack of reported spectral efficiency data for the spectrometer

either from the literature or by experimental observation. Future experimental work should

establish a robust calibration of the spectrometer system utilizing broadband calibrated

light sources. We believe the following model is sufficient to describe the behavior of the

spectral efficiency, although the actual numerical values may be different. As a point of

reference for the overall spectral efficiency, the initial work done by Asher on ultraviolet

resonance Raman utilized the same spectrometer we have used for our data collection,

excluding the CCD camera [Asher, 1993a]. Rigorous development of a spectral efficiency

model would include the complex modeling of the diffraction gratings [Loewen and Popov,

1997]. Such a model would involve the solution of Maxwell’s equations on the grating surface

and the subsequent calculation of the propagating fields in the far-field limit. While there

are several techniques for calculating these grating equations, the process is time intensive.

Additionally, empirical spectral efficiency curves are available for the spectrometer grating;

thus a rigorous calculation of these efficiency curves is not necessary. The routines used to

calculate the parameters were written using the data analysis package R.

3.5.2 Spectrometer Characterization and Specifications

Table 3.5 summarizes the manufacturer’s specifications of our Spex Triplemate

spectrometer. This is a triple stage instrument, comprised of a double stage input monochro-

mator and a final 0.6m focal length principle spectrometer stage in an asymmetric Czerny-

Turner configuration. The triple stage design offers excellent stray light rejection courtesy

of the double monochromator stage coupled with the long focal length of the main stage

providing good spatial separation. This makes the instrument ideal for Raman spectroscopy

studies where the signal light usually has a much lower intensity compared to the excitation
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Table 3.5: Spex Triplemate 1877 spectrometer specifications utilized in the spectral effi-
ciency estimate, from [Spex, 1985].

Spectrometer Nominal Coverage Bandpass Filter Nominal Bandpass, [1200 gr/mm] @ 514nm

Grating [gr/mm] Spectral Coverage [nm/25mm] Bandpass [nm/25µm] slit[mm] Bandpass[nm]

1200 35 (@ 514nm) 0.035 0.5 1.4
2400 17 (@ 357nm) 0.017 1.0 2.7
3600 11.5 (@ 250nm) 0.11 2.0 5.5

5.0 14

Other Parameters

wavelength accuracy: ± 0.5nm
wavelength resettability: ± 0.2nm
linearity: ± 0.5nm (250nm ∼ 550nm)
stray light rejection: 10−14 @ 10 BP units from Rayleigh
focal plane: 25mm× 10mm
Filter Stage: Dual Subtractive C-T
Spectrometer Stage: Asymmetric C-T

light. A schematic of the instrument is given in Figure 3.10.

Figure 3.10: Schematic of the Spex Triplemate 1877 spectrometer. M , L, and G represent
the mirrors, lenses, and gratings respectively.

Characterization of the spectrometer begins by considering the dispersion properties of its

main stage. To begin, the angle conventions for the dispersion calculations are defined by
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Equations (3.5.1) and illustrated in Figure 3.11 [Radziemski, 1981].

θ ≡ grating rotation from zero order (turret angle)

φ = arctan( L2f )≡ instrument angle, fixed for instrument

i = θ + φ ≡ angle of incidence

r = θ − φ ≡ angle of diffraction

(3.5.1)

Using these angle conventions, (3.5.1), the classical grating equation and the related dis-

Figure 3.11: Angle conventions for the Czerny-Turner configuration. The angles of incidence
(i) and diffraction (r) are both positive angles referenced from the grating normal, ngrating.

persions are expressed as (3.5.2) [Hecht, 2002; Gross, 2005; Radziemski, 1981]. The usual

definitions of angular dispersion, (3.5.2b), and linear dispersion, (3.5.2c), apply to describe

the rate at which the wavelength sweeps across the exit pupil (CCD window in our system)

as the grating is rotated. The angular, linear, and reciprocal linear dispersions are properly

calculated for fixed angles of incidence i [Radziemski, 1981]. This condition requires all of

the parameters then to have a dependence on the physical rotation angle or turret angle

θ of the spectrometer. For the specifications of our system, Figure 3.12 shows the linear

dispersion for two wavelengths within the range extremes of our image data series.

mλ = d(sin i+ sin r) (3.5.2a)

dr

dλ
=

1
λ

sin i± sin r
cos r

(3.5.2b)

dx

dλ
= f

dr

dλ
(3.5.2c)
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Figure 3.12: Dependence of the linear dispersion on turret angle for a 2400 gr/mm grating,
an instrument angle φ ≈ 13◦, and diffraction order m = 1.

As we are utilizing a different CCD camera system than the original detector designed for

the spectrometer, some considerations are in order to determine what is observed in our

image data and how this relates to the spectrometer parameters. The original specifications

provided by the manufacturer have the CCD detector area as 25mm × 10mm compared

to the area of the Andor CCD element which is 8.2mm× 8.2mm. The differences in the

these CCD element sizes will change the bandpass and field of view original specifications.

Using Equations (3.5.2) new specifications for the spectrometer adapted with the Andor

camera can be easily calculated and are provided in Table 3.6. The field of view is an

important parameter for comparison between the original system and the Andor adapted

system. Due to the significantly smaller horizontal dimension of the Andor CCD element,

the dispersion yields approximately 1/3 the wavelengths on the Andor CCD element as it

did for the original CCD element. There is a small wavelength dependence on this window

size, as anticipated by the grating equation, and Figure 3.13 shows the field of view variation

for the Andor CCD. This variation is relevant when expressing the image data in terms

of wavenumber instead of wavelength. A linear wavelength variation does not translate

to a linear wavenumber variation. The observed spectra will have a larger wavenumber

range in the shorter wavelengths than in the longer wavelengths. However this variation is

dominated by the wavelength range, that is, the small variation in field of view is dominated

by the wavelength range where the spectrometer is tuned. The window has a very small

contribution, but nonetheless documented for completeness.
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Table 3.6: Alternate configuration specifications for the Spex Triplemate 1877 with Andor
camera adaptation.

λ [nm] Linear Dispersion [mmnm ] Bandpass [ nm8mm ] Window [nm]

200 5.52 0.0221 5.79
500 5.02 0.0201 6.38

These calculations were done with our operational grating (2400 gr/mm) and our input slit of 250µm.

Instrument angle φ = 13.3◦ and diffraction order m = 1.

Figure 3.13: Variation of field of view with wavelength for a 2400 gr/mm grating, an in-
strument angle φ ≈ 13◦, and diffraction order m = 1.

3.5.3 Lens and Mirror Considerations

The spectrometer throughput will be effected by several types of optical elements

as detailed in Figure 3.10. The parameters to consider in the estimation of the spectral

efficiency are: a) the slit diffraction limitations, b) the lens transmission, c) the mirror

reflectance, d) the attenuation from the anti-reflection and protective coatings, and e) the

grating spectral efficiency. The total throughput is the compounded throughput of each

element in the spectrometer and is represented by (3.5.3),

Ioutput =

mmirrors∏
m=1

(Rm)
l lenses∏
l=1

(Tl)
g gratings∏

g=1

(ηg)

 Iinput (3.5.3)

where, Rm is the mirror reflectance, Tl is the lens transmittance, and ηg is the grating

efficiency. The mirrors although spherical (with large radius of curvature) are treated as

plane mirrors for estimating reflectance. Also all the optics are assumed to have standard

broadband anti-reflection coatings. The anti-reflection coating layer thickness is unknown

and with the availability of complex index of refraction data for various coating materials a

simple model of the anti-reflection coating layer and mirror substrate is used to give the total
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mirror reflectance [Hass and Waylonis, 1961; Smith et al., 1985; Cotter et al., 1991]. The

calculation of the Fresnel coefficients for the spectrometer mirrors and lenses including thin

layer anti-reflection films are done utilizing the transfer matrix method given in Equation

(3.5.4) [Fowles, 1968].

M =

 cosβ ı
p sinβ

ıp sinβ cosβ

 , M

 1

Nt

 t =

 1

N0

+

 1

−N0

 r
k =

2π
λ
, β = kl cos θ, ps = Ni cos θ, pp =

Ni
cos θ

(3.5.4)

where, N is the complex index of refraction, M is the transfer matrix, t is the transmission

coefficient, r is the reflectance coefficient, l is the layer thickness, θ is the incidence an-

gle, N0,i,t are the ambient, layer, substrate complex indices of refraction, respectively. The

resultant reflectance behavior of the mirror reflectance are in agreement with the manufac-

turer’s reflectance profiles. The spectrometer lenses are made with anti-reflection coated

fused silica (specifically DynasilTM) however no transmission profile was available from the

manufacturer. Small variation in the lens transmission is not expected to have a significant

impact on the composite throughput. The estimated transmission for the spectrometer

lenses is in agreement with similar transmission profiles for anti-reflection coated fuse silica.

The resultant mirror reflectance and lens transmittance profiles are shown in Figures 3.14

and 3.15 respectively. Table 3.7 lists a summary of the parameters.

Figure 3.14: Estimated reflectance profile for an anti-reflection coated aluminum mirror.

3.5.4 Diffraction Grating Considerations

Most of the throughput attenuation in the spectrometer is attributable to the

reflection losses of the diffraction gratings in the filter and main stages. Diffraction gratings
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Figure 3.15: Estimated transmittance profile for an anti-reflection coated fused silica lens.

Table 3.7: Calculated mirror and lens parameters.

AR Layer Thickness [nm] Correction Our Estimate Spex Specification Average Reflectance

Mirror 3.65 0.977 0.901 @ 428nm 0.9 @ 400nm 0.899
Lens 55.9 0.722 0.992 @ 306nm N/A 0.010

Mirror reflectance is specified > 82% over the region of interest and optimized to > 85% at 250nm.

have complex reflectance profiles depending on the wavelength range and polarization state

of the incident light [Johnson, 1981; Li, 1996, 1993; Li et al., 1999; Margelevic̆ius et al.,

2003; Moharam et al., 1995; Nakata and Koshiba, 1990]. Solution of Maxwell’s equations

at the grating surface for even a simple blazed grating is not a straightforward exercise. A

survey of the different methods for solving Maxwell’s equations for the grating’s boundary

conditions reveals significant shortcomings in each methodology particularly in respect to

the polarization state of the incident fields. Fortunately, a robust solution is not necessary

as the manufacturer has supplied us with the grating spectral efficiency curves, tracked

by the component serial numbers [Spex, 1999, 2000]. The nature of the scattered light

from the experimental sample is considered to be unpolarized, therefore we consider the

average of the s- and p- polarization spectral efficiency curves. Not included in the spectral

response of the gratings is the influence of the grating age and possible contaminations from

fingerprints, dust, and oxidation. These are difficult to estimate due to our uncertainty in

the instruments handling, however given the history of the instrument we feel these effects

are minimal. Figure 3.16 shows the unpolarized efficiency curves for the spectrometer

system using 1200 gr/mm for the two filter stage gratings and 2400 gr/mm for the main

stage grating. The gratings share the same blaze wavelength (250nm) and operate in first
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order (m = 1).

Figure 3.16: Spectral efficiency profiles for the filter and main stage diffraction gratings.

3.5.5 Camera Considerations

The final component to consider in the spectrometer spectral response is the CCD

element of the camera. The quantum efficiency of the CCD element for the Andor camera

system was supplied by the manufacturer. Figure (3.17) shows the quantum efficiency for

the camera CCD array.

Figure 3.17: Andor camera CCD array quantum efficiency.
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3.5.6 Final Spectral Efficiency Results

The total spectral efficiency of the spectrometer system follows from Equation

(3.5.3). Figure 3.18 shows the spectral efficiency with and without including the camera

responsivity. These data series are easily incorporated into the data correction routines.

As a summary of the behavior of the spectrometer spectral efficiency, Table 3.8 lists the

average and extreme values over our wavelength region of interest.

Figure 3.18: Estimated total spectral efficiency of the Spex spectrometer system.

Table 3.8: Summary of the estimated spectrometer spectral efficiency (η) statistics.

ηavg ηavg in uv ηmin ηmax

w/ Andor 0.0906 0.116 0.0311 0.153
w/o Andor 0.0362 0.0403 0.0229 0.0591

Mean values in the ultraviolet are from 200nm to 400nm.
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Chapter 4

Methods

4.1 Overview

This chapter presents the image data processing and data analysis algorithms.

These routines are developed using Matlab and the open-source and freely available

mathematical programming environment, R. The routines outlined are available through

the courtesy of the Nsom lab. The absorption correction model is introduced. Sources of

experimental uncertainty and error propagation equations are also discussed.

4.2 Image Processing

Figure 4.1 provides an example of the typical image file from the Andor camera.

Image data from the Sbig camera is not included in this discussion due to significant

differences in the processing routines and the broad availability of Andor camera image

data for all investigated sample materials. The benefits to utilizing the Andor camera were

speed in the image acquisition, reduced thermal noise, and the convenient file format of the

image data. These image files are stored as ---.fits files of approximately one megabyte

in size. The .fits format stands for Flexible Image Transport System and is a standard

digital file format used primarily in astronomical images [Wells et al., 1981].1 The images

themselves are 512 × 512 arrays (one data point/CCD pixel) with the horizontal indicies,

i, spanning wavelength and the vertical indicies, j, spanning effectively the exit slit height
1In addition [Wells et al., 1981], the curious reader is encouraged to start on the Wikipedia page for more

information on the Fits format located at (as of April 24, 2009: http://en.wikipedia.org/wiki/FITS

http://en.wikipedia.org/wiki/FITS
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and each point (i, j) having an intensity value, I(i, j).2 These images are processed using

a combination of software routines to yield the final data series for further analysis. The

following outline describes the different operations performed to process the data series:

Figure 4.1: Unprocessed Andor camera image of the ∼ 1332 cm−1 Stokes Raman line of
diamond for 240nm excitation. Intensity scales from red (min) to white (max).

1. Spurious event exclusion: subtract bad rows from image array,

2. Column average: average remaining data down image array columns–reduces I(i, j)

to I(i, 1),

3. Window smoothing: 10-point windowing average,

4. Power normalization: divide out series by average power,

5. Removal of excitation energy skew, ω4
exc,

6. Background level and noise removal,

7. Fluorescence removal,

8. Removal of spectrometer wavelength efficiency skew, and

9. Self-absorption scaling (if applicable).

Steps 1-5 are accomplished using a set of Matlab scripts written by a visiting

graduate student Adam Willitsford (Pennsylvania State University, 2006-2007) [Willitsford,

2008]. Spurious event exclusion (#1) acts to remove groups of data points in the images

that appear to originate in abnormal noise on the CCD. This noise is believed to originate

from damage to the CCD’s semiconductor electron multiplier stages. While utilizing high
2The exit pupil in our system is the CCD array, there is no slit.
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gain amplification, the electron multiplier stages have become damaged due to a high signal

intensity on the CCD element overloading the initial multiplier stages. The resulting output

image, when utilizing any modest gain during acquisition, has randomly occurring streaks

due to the erratic behavior of these electron multiplier stages. Also noticeable on the im-

ages are several circular rings located in the center of the image caused by damage induced

by high power laser pulses into the CCD element as indicated by the group at Michigan

Aerospace who loaned the camera for our investigations. We suspect this damage and the

erratic behavior observed in the images are linked. The random streaks are seen in Figure

4.1 as the splotches or long horizontal lines locally saturating the image. The rows contain-

ing these are selected out using by intensity level since the desired data seldom saturate the

camera and are not localized. Once the streaks are removed, the image can be averaged

down (#2) the array columns yielding a (1:512) vector which is then smoothed (#3) using

a low-pass filter in the form of 10-point windowing average. This window average does not

introduce a lag as it replaces the data value with the average of n surrounding values. Next

average power is then divided out (#4) to normalize each data series to the same power

factor. The inherent excitation energy skew is divided out also (#5), since the scattering

intensity has a quartic dependence on the excitation frequency.

Steps 6 and 7 are accomplished using a nonlinear curve fitting program, fityk. De-

spite the program being open-source and freely available, it is praised by the spectroscopic

community. The utility of the program comes from its graphical user interface allowing

visual selection of the spectrum features. For our previously processed data series, we wish

to preserve as much of the original spectral content as possible so fityk is used only to

strip away the background level (#6) and broader fluorescence (#7) from the sample and/or

matrix. The background and fluorescence are slowly varying compared to the other spectral

content, however algorithmically determining them is time consuming and inconsistent in

our attempts. Using polynomial splines of varying degrees, we can match their observed

behavior visually and intuitively inside fityk minimizing the potential introduction of ar-

tifacts. Occasionally peak height and center values are also obtained with fityk. While

the center values are not expected to change significantly, we lack additional information

on the spectrometer’s instrument function and laser lineshape that would allow the data to

be deconvolved to show just the signal spectrum [George and Willis, 1990; Smith and Dent,
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2005]. Therefore fitting the spectra to any set of distributions is not expected to be yield

much insight in this current investigation.

Steps 8 and 9 and the additional analysis are accomplished with custom scripts in

the R language. R is a robust mathematical programming language and software environment

widely used for its well developed statistical modeling capacities [Maindonald and Braun,

2003; R Development Core Team, 2008]. The spectrometer efficiency, as described in Section

3.5, is a divided out as with the power and excitation frequency normalizations. To adjust

for self-absorption of the sample, several additional calculations are needed to properly

account for the variances in concentration and species. These calculations are described

in the next section. Most of the above processing steps are linear operations on the data

series, excluding the background and fluorescence. The linearity allows easy reintroduction

of removed parameters should the analysis require.

4.3 Absorption Correction Model

One of the requirements to obtain resonance enhancement on the Raman signal is

that the excitation frequency fall in a high absorption region of the sample material. The

gain in signal from resonance enhancement can only be determined by accounting for the

absorption of the excitation and signal frequencies as they pass through the sample. Figure

4.2 illustrates the configuration and conventions used in our apparatus. Our model joins

both the attenuation of the excitation and Raman signal light passing through the liquid

sample into a single parameter, the effective path length (EPL), which describes the effec-

tive absorption. The calculations are shown for benzene, near the 992 cm−1 Stokes Raman

region for resonant and non-resonant excitation wavelengths at two sample concentrations,

and for toluene, near the 1004 cm−1 Stokes Raman region for resonant and non-resonant

excitation wavelengths. These calculations are performed using the best high resolution

absorption data available from Etzkorn et al. [Etzkorn et al., 1999] for both benzene and

toluene. These absorption data are for vapor phase benzene and toluene although our ex-

periments utilized liquid phase sample materials, as will be addressed in Chapter 6. These

materials have exhibited resonance enhancement for the excitation wavelengths correspond-

ing to a local maximum in the vapor-phase absorptions. We believe that our absorption

correction model provides a very reasonable approximation to the magnitude of absorption
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related attenuation for both the on resonance and off resonance regimes despite the appar-

ent differences in the phase state of the sample media. The Beer-Lambert-Bouguer Law

Figure 4.2: Configuration and conventions for calculating the Beer-Lambert-Bouguer Law
attenuation of the excitation and scattered light.

(BLB) suggests an exponential attenuation of incident light as a function of the distance

transversed in a homogeneous medium. This applies to both small concentration solutions

and pure liquid species. In these cases, scattering arising from differences between sol-

vent and solute molecule sizes is negligible. Derivation of BLB considers the ratio of the

obstructed cross-section to the total cross-section as a light beam transverses the sample.

The obstructed cross-section is dependent on the concentration, or number density. The

intensity, Iz, at a distance z in a fluid follows as,

Iz = I0 e
(−σNz) where, σ is the absorption cross-section and N the number of absorbers or,

Iz = I0 10(−εcz) where, ε is the molar absorptivity and c is the concentration.
(4.3.1)

The exponential form in (4.3.1) is typically used in the description of gases and pure sam-

ples, and the base-10 form in (4.3.1) is used for liquid solutions [Meyer-Arendt, 1989]. As

indicated in Figure 4.2, the incident excitation radiation will experience some attenuation

as it enters the sample. The Raman scattered light also experiences some attenuation (dif-

ferent from the incident light) as the signal exits the sample. As the incident light continues

into the sample, its intensity available to generate any Raman scatter will diminish to a

point where the Raman scattered light cannot exit. The combined attenuation effects es-

tablishes an effective volume from which most of the scattering interaction takes place. As
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the incident beam is not focused, we take the beam cross-section to be constant; therefore

the sampling volume is described by a sampling depth d. We generalize that the Raman

signal is isotropic and therefore randomly polarized, although the incident polarization state

will influence what is actually received by the detector as illustrated in Figure 4.3 [Grasselli

et al., 1981]. For example, in benzene the 992 cm−1 Raman line corresponding to the ring

breathing vibrational mode is known to be highly polarized, whereas the 606 cm−1 Raman

line corresponding to the ring deformation vibrational mode is not polarized [Herzberg,

1966]. However the polarization state of either the incident or signal light is not consequen-

tial to our estimation of the sampling depth. To determine the effective path length EPL

Figure 4.3: Detector polarization state for randomly polarized (left) and horizontally po-
larized (right) incident light.

consider the beam path lengths ∆x and ∆y defined by the distance d from the window and

the orientation angle θ of the sample holder as depicted in Figure 4.2. Along these beam

paths the excitation and signal light will experience an exponential attenuation defined by

Ain and Aout respectively. The effective path length EPL then is determined by integrating

the joint attenuation along the path perpendicular to the window from 0 to some distance d

representing the total depth penetrated. This development is identical to the determination

of the path length realized by a laser beam experiencing atmospheric attenuation due to

different absorption and scattering agents [Measures, 1984]. Under these assumptions we

have then,

∆x =
p

sin θ
, ∆y =

p

cos θ
, andAin = exp(∆xαin), Aout = exp(∆yαout), giving∫ d

0
dpAinAout =

∫ d

0
dp exp

(−pαin
cos θ

+
−pαout

sin θ

)
, yielding,

EPL =
− cos θ sin θ

αin sin θ + αout cos θ
exp
(
−pαin sin θ + αout cos θ

cos θ sin θ

)∣∣∣d
0
.

(4.3.2)
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The attenuation parameters α() are determined from the available absorption cross-section

data σ(ω) and concentration (or number density) N such that α() = σ(ω)N and are ex-

pressed in units of cm−1. The upper bound on the effective penetration depth is the most

useful parameter explaining the sampling volume and the upper boundary, EPLd, is found

by taking the limit of EPL in Equation (4.3.2) as d becomes large. As anticipated, at this

limit the attenuation results no signal escaping the bulk sample. This length characterizes

the sampling volume and Table 4.1 lists some calculated EPLd values for various concen-

trations at different excitations wavelengths. The bulk of the attenuation is experienced

by the excitation beam while on resonance. During the tuning of the excitation frequency

however, the signal may experience the bulk of the attenuation. These variations are highly

dependent on the absorption profile, however outside of the sample, these variations cannot

be distinguished, no matter their origin.

Table 4.1: Calculated effective path length, EPLd, for liquid benzene and liquid toluene
for resonant (R) and non-resonant (NR) excitation.

Sample Material Excitation λ [nm] Raman λ [nm] † EPLd [µm]

Benzene

pure: 258.88 (R) 265.72 0.77
0.25 M: 258.88 (R) 265.72 34.4

pure: 430 (NR) 449.22 184.3
0.25 M: 430 (NR) 449.22 8190

Toluene
pure: 266.65 (R) 274 1.24
pure: 430 (NR) 449.40 220.3

†: These calculations are for the Stokes Raman shifts of 992 cm−1 for benzene and 1004 cm−1 for toluene.

4.4 Discussion of Experimental Uncertainties

The primary sources of error in our work derive from measurement uncertainty

involved in power measurement, spectrometer positioning, and fluid measurement. Propa-

gation of these errors to the relevant quantities follow the development given in Bevington

[Bevington and Robinson, 1992]. Statistical errors, such as electric noise fluctuations in the

CCD array, are not considered as their influence on the measurement are small. Table 4.2

lists the sources of experimental uncertainties. To calibrate the spectrometer a mercury

emission line source was utilized. The emission spectra of mercury is well characterized and
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Table 4.2: Summary of experimental uncertainties.

Sources of errors Error

spectrometer resettability (from manuf.) [nm]: ±5.0
spectrometer accuracy (from manuf.) [nm]: ±2.0

wavelength, measurement [nm]: ±0.04
wavenumber, measurement [cm−1]: ±6.4

image resolution [nm/pixel]: 0.011
power meter accuracy (from manuf.) [%]: ±3.0
laser energy stability (from manuf.) [%]: ±2.0

pipette volume accuracy [mL]: ±0.025

is commonly used for precision calibration. National Institute Standards and Technology

(Nist) has documented the uncertainty of the emission line wavelengths for mercury to

less than ±0.001Å[Sansonetti and Reader, 2001]. Our image resolution is determined from

the dispersion of the spectrometer onto the CCD element: the linear dispersion is approx-

imately 5.8nm wide for the Spex system and the CCD array is 512 pixels wide giving a

5.8/512 = 0.011nm/pixel resolution. The Nist accuracy for the mercury emission lines is

well within our image resolution of approximately 0.011nm = 0.11Å. Machine positioning is

the most significant source of error. When the spectrometer is positioned onto a wavelength,

there is the accuracy of its position and when the position is changed and then returned

to this previous wavelength there is the accuracy of the resettability of the spectrometer’s

position. These arise from rigidity of the mechanical coupling between the grating turret

and positioning motor. The manufacturer lists the position and resettability accuracies

to be within ±2nm and ±5nm respectively. In our trails and frequent calibration itera-

tions, we have observed both of these accuracies to be within ±0.04nm for the spectral

region between 210nm to 500nm. Mercury emission line images were acquired across the

range of 250nm to 300nm to determine the accuracy. The mercury lines imaged were the

253.6517nm and 302.1498nm both ±0.0001nm as given in [Sansonetti and Martin, 2005].

For the 253.65nm mercury line, our data show the peak to be located at 253.52nm consis-

tently across 12 measurements and the 302.15nm mercury line peak appears at 302.16nm

consistently on 2 measurements. The appearance of the 253.65nm line at 253.52nm may

be due to variation in the lamp pressure (differences in degree of pressure broadening).

Given the light source’s age, the amount and quality of mercury may also contribute to this
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discrepancy. However, the data for different calibration trials shows that the line position is

consistent for this lamp source. The final spectral data series (after all image processing as

detailed previously) will have an wavelength uncertainty of ±0.04nm. This will appear on

the images differently however due to the relationship between the wavelength and energy.

Our spectra are expressed in terms of the vibrational energy shift from the excitation laser

line. The position uncertainty then is expressed in wavenumber shift (cm−1): it is larger at

shorter wavelengths. This uncertainty ranges from ∼ 6.4 cm−1 at 225nm to ∼ 2.1 cm−1 at

450nm, although expressed in wavelength it is constant across this range.

The excitation laser power was measured using an Ophir Nova power meter fit-

ted with the 3A low power thermal head detector. The power measurement was taken as

the average power over 30 seconds with an expected accuracy of ±3% for the 3A detector

head.3 A measurement was repeated after the data image was acquired to detect any power

drift and a new measurement was taken after the excitation wavelength was changed. Ad-

ditionally the Nd:YAG laser (Spectra-Physics Quanta Ray Indi-50-10) has a listed energy

stability of ±2%. Fortunately the power measurement captures the variance of the laser

energy, so the uncertainty in the power measurement is that of the power meter, ±3%. This

uncertainty will be observed on the data image as a change in the pixel intensity and applies

uniformly to all pixels within an image. As with the position, the final spectral data series

(after all image processing as detailed previously) with have an intensity uncertainty of±3%.

The last source of uncertainty in the measurements arises from the accuracy of the

pipette used in the diluted species trials. The pipette has listed an uncertainty of±0.025mL.

This uncertainty is observed in the molar concentration value of the prepared benzene-

heptane solutions. The concentration variation results in the variations in the effective path

length due to its dependence on the number density. To determine the uncertainty in the

concentration, absorption coefficient, and effective path length, standard error propagation

expressions were derived for these uncertainties and are listed in Equations (4.4.1), (4.4.2),

and (4.4.3) respectively. These were derived using the total derivative of the functional

forms of C, α, and EPLd. All are expressed in terms of the uncertainty of the pipette
3The Ophir Nova instrument offers the feature to take average measurements on different time intervals

displaying the result after the period of the time interval. For example, in our trials, we obtained new power
measurements every 30 seconds for the average power over the previous 30 seconds.



63

measurement, ∆V = 0.025mL and evaluated serially starting with Equation (4.4.1). The

pipette was used to measure all fluid volumes, so for different concentrations the number

of times the pipette was used introduces the same number of uncertainty contributions.

This is to say, for example, if the pipette was used 5 times then the total uncertainty in

the volume is 5∆V . The absorption coefficient α in Equation (4.4.2) describes both the

attenuation of the excitation and signal, recalling that the cross-section σ = σ(ω). We have

then,

C ±∆C =
ρ

MW

Vs
Vs + Vss

± ρ

MW

∆V
Vs + Vss

(4.4.1)

α±∆α =
σNAC

1000
± σNA ∆C

1000
(4.4.2)

EPLd ±∆EPLd =
cos θ sin θ

αin sin θ + αout cos θ
± ∆αin sin2 θ cos θ + ∆αout cos2 θ sin θ

(αin sin θ + αout cos θ)2
(4.4.3)

where C is the concentration in mol L−1, ρ is the solute density in gmL−1, MW is the solute

molecular weight in gmol−1, Vs is the solute volume in mL, Vss is the solvent volume in mL,

α is the absorption coefficient in cm−1, σ is the absorption cross-section in cm2/molecule,

NA is Avogadro’s number, and EPLd is the effective path length in cm. While the variation

in the absorption cross-section will lead to different values for ∆α() and ∆EPLd, these

uncertainties can be expressed as relative uncertainties which are immune to the variations.

As may be expected, the relative uncertainty for all the parameters is identical for a given

concentration. Table 4.3 lists the calculated absolute and relative uncertainty values for the

parameters dependent on the volume uncertainty.

4.5 Peak Classification

Classification of the experimental Raman spectra is two-fold. The data series re-

sulting from the image processing discussed in Section 4.2 yields a standard spectra, showing

features across a wavelength or energy shift range. Figure 4.1 shows this result in the single

line plot of the Stokes Raman intensity of the 1332 cm−1 feature in diamond. This repre-

sentation shows spectra features for comparison across magnitude, bandwidth, and position

(energy shift). The intensity values will have an uncertainty of ±3% across the data series

due to the power measurement uncertainy. The positions, in terms of wavenumber shift, will

have an uncertainty that varies from ±2.1 cm−1 to ±6.4 cm−1 depending on the wavelength
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Table 4.3: Concentrations, absorption coefficients, and effective path lengths with calculated
uncertainties for different liquid benzene in heptane solutions.

Parameter Case A Case B Case C Units

Concentration
Abs. 0.25± 0.003 1.13± 0.014 4.98± 0.062 mol L−1

Rel. 1.11 1.25 1.24 %

αin(λexc = 258.88nm)
Abs. 182.9± 2.03 812.8± 10.2 3617± 45 cm−1

Rel. 1.11 1.25 1.24 %

αout(λexc = 266.72nm)† Abs. 4.97± 0.055 22.1± 0.28 98.27± 1.21 cm−1

Rel. 1.11 1.25 1.24 %

αin(λexc = 430nm)
Abs. 0.43± 0.005 1.90± 0.024 8.44± 0.104 cm−1

Rel. 1.11 1.25 1.24 %

αout(λexc = 449.22nm)† Abs. 0.43± 0.005 1.90± 0.024 8.44± 0.104 cm−1

Rel. 1.11 1.25 1.24 %

EPLd for λexc = 258.88nm
Abs. 34.4± 0.38 7.73± 0.097 1.74± 0.021 µm
Rel. 1.11 1.25 1.24 %

EPLd for λexc = 430nm
Abs. 8190± 91 1843± 23 414.1± 5.12 µm
Rel. 1.11 1.25 1.24 %

†Calculated for 992 cm−1 Stokes shifted wavelength.

range of the image.

The second classification method considers the area underneath a specific spectral

feature: the integrated intensity. In this method, we can capture information about the

intensity and bandwidth without relying on assumptions about the distribution responsible

for the lineshape. The motivation for this approach is due to the lack of prior information

that would allow us to properly deconvolve the laser bandwidth and instrument slit function

from the spectra. Even including this information, deconvolution has the potential to

introduce spectral features when the assumptions on laser lineshape and slit function are

inaccurate [Smith and Dent, 2005]. The most straightforward approach to classify features

when missing these information is to utilize the integrated intensity [George and Willis,

1990]. For this we utilize the area defined by full-width at half-maximum of the specific

spectral feature. For the spectra data series I(1, i) over wavenumber shift i the integrated
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intensity Apeak then follows as,

Apeak =
∆w∑

k− to k+

Ik where,

Im = max(I(1, i)) = Ii(km), ∆w = |k+ − k−|,

k+ ≡ ki where Ii = 1
2Im(ki > km), and k− ≡ ki where Ii = 1

2Im(ki < km).

(4.5.1)

Figure 4.4 illustrates the integration calculation for two different regimes on a set of artificial

data, with the shaded region representing the calculated area. These artificial data were

generated using a simple pseudo-Voigt profiles superimposed with white noise as defined in

[Wojdyr, 2007]. For spectral features observed in the resonance regime the features exhibit

a significantly larger width than those in the non-resonant regime. This is due to the

increased transition lifetime inherent in resonance Raman. However, there is a contribution

to this width introduced by the variations in the excitation light bandwidth contributed

by the OPO process. This contribution is fairly linear within our excitation wavelength

range starting with ∼ 5 cm−1 at 200nm up to ∼ 35 cm−1 at 300nm as shown in Figure 4.5

[U-O, 1999]. To bolster using the integrated intensity instead of peak height to classify

Figure 4.4: Illustration of spectral peak area (shaded region) calculation for resonant and
non-resonant artificial data series.

the spectral features consider Figure 4.6. On the left, both the area and peak height of the
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Figure 4.5: Bandwidth of the Ncsu OPO system in wavelength (left) and wavenumber
(right) as indicated by the manufacturer.

total intensity are established. Whereas on the right, increasing both the OPO bandwidth

and instrument contributions, the total intensity value is shifted more significantly than the

area. This suggests that the area, being less susceptible to fluctuations in intensity, will more

accurately describe a spectral feature than the peak intensity in the absence of corrective

deconvolution. The uncertainty in the integrated intensity values arises from the variations

Figure 4.6: Illustration of different classification schemes for spectral features without in-
strument slit function and excitation laser lineshape information.

in power measurement as with the intensity value. Due to the way the area is calculated
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(Equation (4.5.1)), the uncertainty in the integrated intensity is expressed as the uncertainty

in the intensity for a specific center position with a position uncertainty dependent on the

wavelength range of the feature. For example, should the integrated intensity of the ring

breathing vibrational mode of benzene have a value Apeak = 10 positioned at 992 cm−1

then the uncertainty in are would be expressed as ±3% at 992± 5.4 cm−1 for an excitation

wavelength of 259nm.
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Chapter 5

Overview of Key Experimental

Spectra

5.1 Overview

Utilizing a continuously tunable light source allows the experimentalist to select

specific absorption features previously inaccessible with fixed line laser sources. The scan-

ning of the excitation frequency may yield new spectrographic information as the system

transitions into and out of the excited state. Experimental studies of these types of transi-

tions are absent in previous work on resonance Raman spectroscopy. We have observed that

sharp absorption features may yield similarly sharp resonance Raman profiles in both liquid

benzene and liquid toluene. This suggests that in order to probe narrow absorption features

using a tunable excitation light source, one needs high resolution absorption spectra. High

resolution absorption spectra allows precision tuning of the excitation frequency so specific

absorption features may be probed and the maximal enhancement can be realized. In our

initial trials investigating the 260nm absorption system of liquid benzene we observed that

sharp absorption features may be entirely missed when tuning the excitation frequency if

the resolution of the tuning steps is too large. The absorption feature for benzene in this

case has a width less than 1nm. Also, because of the presence of the high absorption

required to realize resonance enhancement, the Raman signal may be unobservable (very

weak) nearby an absorption feature. This signal absorption may swamp the preresonance

enhancement that indicates the proximity of the absorption peak.
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The ultraviolet absorption spectra and Stokes Raman spectra of the primary sam-

ple species we have investigated are provided below. Our studies cover three main sample

species: rough stone diamond in Figures 5.1 and 5.2, liquid benzene in Figures 5.4 to 5.7,

liquid toluene in Figures 5.8 to 5.11, and liquid benzene-heptane solution in Figure 5.12.

Additionally, the resonance Raman vibrational mode assignments for liquid benzene and

liquid toluene, both in the first excited electronic state, are proposed. Each sample species

is briefly discussed and the experimental configuration and parameters are indicated. The

Raman spectra presented are the product of the image data processing outlined in Chap-

ter 4 and were obtained using our experimental apparatus as illustrated in Figure 3.1 of

Chapter 3 whereas the absorption spectra were obtained from the literature. Measurement

uncertainty in the spectra are discussed in Chapter 4. For all Raman spectra shown, the

intensity uncertainty is within ±3% and the wavenmuber shift uncertainty is expected to be

within ±6.4 cm−1. Uncertainty for the integrated intensity data are indicated individually.

5.2 Diamond Raman Spectra

Diamond provides a very suitable and reliable sample for Raman scattering due

to its strongly intense Stokes Raman line at ∼ 1332 cm−1 and has been a subject of Raman

studies since the early work done by Raman [Raman, 1956]. Resonance Raman scattering

studies on diamond have been confined to excitation wavelengths accessible using argon

laser light sources [Calleja et al., 1978; Grimsditch et al., 1981]. Additionally, Calleja et

al. have observed resonance enhancement in the second-order (but not the first-order) Ra-

man scattering for diamond as the excitation wavelength approaches the fundamental band

gap for diamond [Calleja et al., 1978]. In our work, we extend this excitation range from

215nm to 300nm with 1nm tuning step size from 215nm to 235nm in the approach to

the band gap at approximately 210nm. Diamond species are typically classified into four

types; Ia, Ib, IIa, and IIb. Depending on the type, the position of its primary ultraviolet

absorption band can vary significantly with the tail starting at ∼ 300nm for Type I and

∼ 220nm for Type II [Edwards and Philipp, 1985]. For our experimental sample we have

utilized a rough diamond stone of Type Ia provided by Dr. Diane S. Knight [Knight and

White, 1989]. Natural diamond samples usually contain impurities such as nitrogen and

non-diamond carbon (e. g. graphite) which can modify the position of the absorption band



70

and may also exhibit additional Raman features arising from these non-diamond molecular

bonds [Kaiser and Bond, 1959; Leeds et al., 1998]. Figure 5.1 shows our diamond Stokes

Raman spectra for three excitation wavelengths showing the primary Stokes shifted Raman

line at 1332 cm−1 from the excitation frequency. Image acquisition time was 60 seconds

with the spectrometer slit widths of 1.0mm, 2.0mm, and 100µm for the input, filter, and

main slits respectively. We also attempted to obtain second-order Stokes Raman spectra

(2664 cm−1) for our sample, however the images revealed no discernible intensity over the

noise background.

Figure 5.2 shows the integrated intensity of the 1332 cm−1 Stokes Raman line over

our excitation range from 215nm to 235 in 1nm steps and larger steps up to 300nm.

These integrated intensity values have an uncertainty of ±3% and wavelength uncertainty

of ±0.05nm. For reference, the scaled (10×) absorption coefficient is also shown. This

is calculated from the room temperature extinction coefficient data for Type Ia provided

by Edwars and Philipp [Edwards and Philipp, 1985].1 Our interpretation of the irregular

behavior of the integrated intensitis in Figure 5.2 is that the variance is due to surface/bulk

contaminates inherent in natural diamond and possible indirect band transitions. Surface

contaminates may attenuate the excitation/signal light. Also bulk contaminates may exhibit

some Raman intensity. Graphite has Raman features in the Stokes shifted range from

∼ 1300 cm−1 to ∼ 1450 cm−1 [Leeds et al., 1998]. Due to the slight variations of our

beam positioning after tuning the OPO wavelength, excitation light may favor scattering

for regions of graphite and other non-diamond carbon bonds differently from the previous

excitation wavelength thereby resulting in more or less image intensity. Figure 5.3 shows

a 50× magnification of our diamond sample where bulk contaminates are clearly visible.

Finally, while the direct transition band gap is ∼ 5.5 eV (labled A in Figure 5.2), there

may be some nearby indirect transitions that lead to excitation photon absorption which

may contribute to or attenuate the Raman intensity. While clean diamond is not known to

have nearby indirect transitions based on the calculated crystal potentials, the presence of

contaminate materials may allow some indirect transitions [Salehpour and Satpathy, 1990].

However the extent of these allowances may be difficult if not impossible to determine
1The absorption coefficient is calculated from the complex index of refraction data (κ) by α = 2ω

c
κ = 4π

λ
κ,

where the complex index of refraction is ñ = n + ıκ and λ is the wavelength in nm. The units for the
absorption coefficient are cm−1.
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without knowledge of the composition of the contaminates.

Figure 5.1: Diamond Stokes Raman spectra for three excitation wavelengths.

5.3 Benzene Absorption and Raman Spectra

The most interesting results arrive from our investigation of liquid benzene. The

volume of literature on benzene is large and the molecule is perhaps on of the most studied

systems after the water molecule. Also Raman and Krishnan utilized benzene as a sample

species in their famous work in the mid-1920s [Raman and Krishnan, 1928]. The molecule is

an planar hexagonal ring of six carbon atoms with a hydrogen atom attached to each carbon

atom extending radially from the center of the molecule. It is aromatic, having delocalized

electrons, and has no net dipole. Much debate has taken place as to the correct picture of

the structure of benzene, with the presently accepted model attributable to Kekulé. Our



72

samples were obtained from a lot of 99% pure benzene (CAS# 71-43-2) purchased from

Alfa Aesar (item# L14012). For the sample preparation the vessel was throughly washed

with ethanol then rinsed with spectroscopic grade methanol followed by a rinse with ben-

zene before filling to full sample volume. Sample volume was usually between 10mL and

15mL with the vessel tighly capped. The local experimental area was ventilated to remove

accumulated benzene vapors. The signal acquisition time was 120 seconds with slit widths

of 4.0mm, 2.0mm, and 250µm for the input, filter, and main slits respectively.

We choose liquid benzene for two primary reasons: availability of absorption fea-

tures within our OPO tuning range and its well characterized Raman features. Benzene has

several absorption systems within our tuning ability from approximately 235nm to 270nm.

Our main data and analysis involve the 260nm absorption system which represents the

transition from the 1A1g ground state to the 1B2u first excited state [Callomon et al., 1966].

Figure 5.4 shows three absorption cross-section spectra for benzene from 230nm to 280nm

(vertical lines identify the local maximum wavelength of the 260nm absorption system).

The Inagaki series is for pure liquid benzene with a 2.94µm layer thickness at room temper-

ature, wavelength uncertainty of ±0.49nm, and cross-section uncertainty of ±5% [Inagaki,

1972]. The API series is for 5.4mM solution of liquid benzene in iso-octane with a cell thick-

Figure 5.2: Integrated intensity of the Stokes Raman band at 1332 cm−1 for diamond for
various excitation wavelengths. Solid line: absorption coefficient (scaled 10×), from [Ed-
wards and Philipp, 1985]. The A indicates the band gap edge at ∼ 5.5 eV .
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Figure 5.3: Photograph of diamond specimen, under magnification, showing internal con-
tamination.

ness of 1.002 cm at room temperature, wavelength uncertainty of ±1.6nm, and no reported

cross-section uncertainty [API, 1970]. The presence of iso-octane introduces the shift seen

in the API absorption spectra when compared to the Inagaki pure data. Finally the Etzkorn

series is for vapor-phase benzene with a cell thickness of 6.22m at room temperature, wave-

length uncertainty of ±0.146nm, and cross-section uncertainty of ±0.21·10−18 cm2 [Etzkorn

et al., 1999]. Additional absorption spectra were consulted of varying degrees of utility in

[Perkampus, 1992; Radle and Beck, 1940; Láng, 1970, 1961]. Figure 5.5 provides a closer

detail of the 260nm absorption system where much of our data and analysis centers and

indicates the wavelength positions of the absorption maxima. The choice of this spectral

region is due to difficulty we encountered in obtaining signal over the background noise in

the neighboring regions. The progression of spectral peaks are spaced such that the main

Stokes Raman spectral feature at ∼ 992 cm−1 overlaps onto the longer wavelength peak

systems (e. g. 260nm absorption swamps the features active from 253nm excitation). For

our trials, the Etzkorn series was utilized both for the absorption correction of the Raman

spectra and the precision tuning of the excitation wavelength about absorption features due

to its high resolution (∆λ = 0.039nm).

The main focus of our data analysis in benzene surrounds the ∼ ±2.3nm win-

dow about the ring-breathing vibrational mode on the Stokes side at 992 cm−1. The ring-

breathing (ν2) mode is the second most intense mode in the benzene Raman spectra and is

the planar stretching of the carbon-carbon bonds in the ring [Dollish et al., 1974; Herzberg,

1960]. Figure 5.6 shows some typical spectra for the region around the ring-breathing mode
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Figure 5.4: Eztkorn, Inagaki, and API ultraviolet absorption spectra for benzene.

(vertical dashed line) for various excitation wavelengths ranging from resonant excitation

(top panel), to off-resonance ultraviolet excitation at 266.75nm (middle panel), to non-

resonant visible excitation at 430nm (bottom panel). The image widths for all of these

spectra are within ±0.1nm of each other, however the energy range becomes smaller as

wavelength increases resulting in different wavenumber shift scales. These spectra have

been corrected for self-absorption. The off-resonance spectra at 266.75nm excitation shows

the masking effect of spectrometer filter stage slit visible as the sharp drop to zero on the

Figure 5.5: Absorption region of interest from Figure 5.4.
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right and left extremes of the spectra. This clamping of the spectra is especially noticeable

on the corrected spectra data due to the scaling introduced by the correction. Figure 5.7

Figure 5.6: Stokes Raman spectra for liquid benzene for near resonance and off resonance
wavelength excitations.

shows the our most comprehensive Stokes Raman spectra for two excitation wavelengths.

The top panel shows the spectra for resonant excitation at 259nm. The data series is con-

structed from 9 image files with the image center positions spanning 263.85nm to 293.84nm.

The bottom panel shows the spectra for non-resonant excitation at 430nm. The data series

is constructed from 13 image files with the image center positions spanning 449.22nm to

497.22nm. Common features in each of the spectra are indicated by the boxed letters above

the top panel (vertical dashed lines) and the additional letters annotate the features unique

to the resonant excitation spectra. The vibrational mode assignment for these spectra are

presented in Table 5.1 and are based on the aggregated work done by Herzberg [Herzberg,

1960] and a thorough documentation by Bertie and Keefe [Bertie and Keefe, 2004]. Ad-

ditional ground state vibrational assignment and discussion for benzene can be found in
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[Angus et al., 1936; Keefe and Bertie, 2006; Wilson, 1934a]. Due to the symmetry of the

benzene molecule, the total number of fundamental vibrational modes for the molecule is

3N − 6 = 36− 6 = 30, where N is the number of atoms in the molecule [Wilson, 1934b]. Of

these 30 fundamental modes, certain transitions will allow these fundamental modes to have

Raman active vibration, infrared active vibration, both, or neither. There is also significant

overtone and combination mode vibrational frequencies observed in the vibrational spectra

[Herzberg, 1960].

While the assignments for non-resonant excitation Raman modes are well docu-

mented, the assignment for resonant excitation Raman modes is sparse. The first reported

resonance Raman spectra for benzene is attributable to Ziegler and Hudson [Ziegler and

Hudson, 1981] utilizing deep ultraviolet excitation at 212.8nm. Ziegler and Hudson report

significant overtone and combination modes for the 212.8nm excitation compared to off res-

onance excitation at 354.7nm. It should be noted that our resonance excitation wavelength

probes the lower energy 1A1g → 1B2u transition, whereas the Ziegler and Hudson work

considers the higher energy 1A1g → 1B1u transition. Also the absorption profile of benzene

near the 210nm absorption system (1B1u) is significantly different than the 260nm system

we have explored. A study by Gerrity et al. [Gerrity et al., 1985] extends the Ziegler and

Hudson work deeper into the 210nm system from 184nm to 220nm. This study represents

a closer analogue to our work as they use several excitation wavelengths (218nm, 213nm,

204nm, 200nm, and 184nm). Again this study is an investigation of the higher energy 210

absorption system. These works, while exhibiting similar spectral features to our 259nm

resonant excitation, should not be expected to show similar vibrational assignments due to

the difference in the excited state active. The listing in Table 5.1 for the resonant 259nm

excitation are what we believe may be potential candidates for the vibrational assignment

of this first excited state. The comprehensive spectra presented here will hopefully moti-

vate a theoretical exploration of this excited state and should provide a useful experimental

confirmation of these assignments.
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Figure 5.7: Full Stokes Raman spectra for pure benzene with 430nm and 259nm excitation
wavelengths.
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Table 5.1: Vibrational assignments for the experimental Raman spectra of liquid benzene,
in Herzberg notation.

This Work From [Herzberg, 1960] From [Bertie and Keefe, 2004]
430 nm Center Intensity Assignments Center %Diff Assignments Center %Diff

A 990.87 1.02827 ν2 991.6 0.074 ν2 992.5 0.164
B 1178.2 0.200959 ν17 1178 -0.017 ν17 1176.8 -0.119
C 1234.5 0.213243 — — — — 1225.0 -0.776
D 1582.8 0.30008 ν16 1584.8 0.126 ν16 1586.2 0.214
E 1620.9 0.274122 (ν2 + ν18) 1606.4 -0.903 ν6 + ν18 1617.8 -0.192
F 2813.9 0.29768 — — — ν3 + ν13 2818.9 0.177
G 2945.4 0.446001 — — — — 2950.0 0.156
H 3070.9 1.75975 ν1 3069 -0.062 ν1 3071.5 0.020

259 nm Center Intensity Assignments † Center %Diff Assignments † Center %Diff

A 989.84 0.988966 ν2 991.6 0.177 ν2 992.5 0.268
C 1216.4 1.28088 2 ν18 1211.2 -0.429 2 ν18 — —
I 1386.8 0.327701 ν2 + ν20 1395.6 0.631 ν7 + ν20 1393.3 0.467
J 1688.7 0.151158 2 ν11 1693 0.254 2 ν11 1699.6 0.641
K 1981.3 0.510602 2 ν2 1983.2 0.096 ν16 + ν20 1987.7 0.322
L 2214.3 1.4293 ν18 + (ν2 + ν18) 2212 -0.104 ν14 + ν17 2210.5 -0.172
M 2381.6 0.411639 2 ν2 + ν20 2387.2 0.235 ν3 + ν14 2382.2 0.025
N 3217.5 0.621232 2 ν2 + 1234.5 3217.7 0.006 — 3217.0 -0.016

Centers are cm−1 and intensities are arbitrary units. †: Possible assignments, based on ground state

vibrational energies.
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5.4 Toluene Absorption and Raman Spectra

Toluene is a benzene derivative and likewise shares many similarities with benzene

in terms of its structure and vibrational spectra. Toluene is a planar hexagonal ring of six

carbon atoms with a hydrogen atom attached to each of five of the carbons and a methyl

group (CH3) attached to the remaining carbon with all hydrogen and the methyl group

extending radially from the center of the molecule. It is aromatic as with benzene and

the attached methyl group gives the molecule a small net dipole of 0.36D (Debye). Our

samples were obtained from a lot of 99.8% pure anhydrous toluene (CAS# 108-88-3) pur-

chased from Sigma Aldrich (item# 244511-2L). For the sample preparation the vessel was

throughly washed with ethanol then rinsed with spectroscopic grade methanol followed by a

rinse with toluene before filling to full sample volume. Sample volume was usually between

10mL and 15mL with the vessel tighly capped. The local experimental area was ventilated

to remove accumulated toluene vapors. The signal acquisition time was 120 seconds with

slit widths of 4.0mm, 3.0mm, and 250µm for the input, filter, and main slits respectively.

Like benzene, our selection of toluene for resonance Raman study is motivated

primarily by the available absorption spectra features in the OPO tuning range. Our inves-

tigations of toluene have been localized to the absorption system around 267nm. Figure

5.8 shows two absorption cross-section spectra for toluene from 245nm to 280nm (vertical

lines identify the local maximum wavelength of the 267nm absorption system). Figure

5.9 provides a closer look at the 267nm absorption system. The API series is for 3.6mM

solution of liquid benzene in iso-octane with a cell thickness of 1.002 cm at room temper-

ature, wavelength uncertainty of ±1.6nm, and no reported cross-section uncertainty [API,

1970]. The Etzkorn series is for vapor-phase toluene with a cell thickness of 6.22m at

room temperature, wavelength uncertainty of ±0.146nm, and cross-section uncertainty of

±0.24 ·10−18 cm2 [Etzkorn et al., 1999]. Additional absorption spectra are available as with

benzene varying in degrees of utility [Perkampus, 1992; Láng, 1961, 1970]. The choice of this

spectral region is motivated by our experiences with benzene. Toluene shares a similarly

positioned and intense fundamental vibration for the carbon ring breathing at ∼ 1004 cm−1

and is the focus of our tuning exploration. While not as prominent as those in benzene,

toluene exhibits similar overlapping absorption features that swamp the Raman signal for

the ring breathing vibrational mode so we have restricted our studies to the absorption
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system at 267nm. Also the overall absorption intensity of toluene is approximately five

times more intense than benzene. The Etzkorn series was utilized both for the absorp-

tion correction of the Raman spectra and the precision tuning of the excitation wavelength

about absorption features due to its high resolution (∆λ = 0.039nm). Figure 5.10 shows

Figure 5.8: Eztkorn and API ultraviolet absorption spectra for toluene.

Figure 5.9: Absorption region of interest from Figure 5.8.

some typical spectra for the region around the ring-breathing mode (vertical dashed line)

for various excitation wavelengths straddling resonant excitation: 266.14nm (top panel),

at the absorption maximum at 266.64nm (middle panel), and 276.64nm (bottom panel).
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The main focus of our data analysis in toluene surrounds the ∼ ±2.3nm window about the

ring-breathing vibrational mode on the Stokes side at 1004 cm−1. The ring-breathing (ν9)

mode is the third most intense we have observed although other studies have shown other

modes to be more intense than that of the ring-breathing vibration [Xie and Boggs, 1986;

Keefe et al., 2003; Keefe and MacDonald, 2006]. The image widths for all of these spectra

are within ±0.1nm of each other, however the energy range becomes smaller as wavelength

increases resulting in different wavenumber shift scales. These spectra have been corrected

for self-absorption. Figure 5.11 shows the our most comprehensive Stokes Raman spectra

Figure 5.10: Stokes Raman spectra for liquid toluene for near resonance wavelength exci-
tations.

for two excitation wavelengths. The top panel shows the spectra for resonant excitation at

266.83nm. The data series is constructed from 8 image files with the image center positions

spanning 272.19nm to 298.19nm. The bottom panel shows the spectra for non-resonant

excitation at 430nm. The data series is constructed from 16 image files with the image
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center positions spanning 439nm to 499nm. Common features in each of the spectra are in-

dicated by the boxed letters above the top panel (vertical dashed lines) and the additional

letters annotate the features unique to the resonant excitation spectra. The vibrational

mode assignment for these spectra are presented in Table 5.2 and are based on the work

done by Bertie et al. [Bertie et al., 2005]. Due to the symmetry of the toluene molecule, the

total number of fundamental vibrational modes for the molecule is 3N − 6 = 45− 6 = 39,

where N is the number of atoms in the molecule [Xie and Boggs, 1986]. Of these 39 funda-

mental modes, certain transitions will allow these fundamental modes to have Raman active

vibration, infrared active vibration, both, or neither. There is also significant overtone and

combination mode vibrational frequencies observed in the vibrational spectra [Bertie et al.,

2005]. To our knowledge, studies on this excited state for toluene are sparse and we hope the

experimental spectra present will motivate and supplement further theoretical examination.

Figure 5.11: Full Stokes Raman spectra for pure toluene with 266.83nm and 430nm exci-
tation wavelengths.
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Table 5.2: Vibrational assignments for the experimental Raman spectra of liquid toluene,
in Herzberg notation.

This Work From [Bertie et al., 2005]
430 nm Center Intensity Assignments Center %Diff

A 463.19 0.79467 ν19 464.4 0.261
B 520.87 0.750046 ν11 521 0.025
C 618.26 0.674136 ν29 622 0.601
D 729.71 0.358942 ν17 729.9 0.026
E 787.74 0.966395 ν10 785.6 -0.272
F 1005.5 1.46189 ν9 1002.3 -0.319
G 1212.1 0.500785 ν6 1210.2 -0.157
H 1382.9 0.527995 ν32 1378.9 -0.290
I 1599.3 0.6803 ν4 1604.6 0.330
J 2726.9 0.524987 — 2737 0.369
K 2919 1.93005 ν31 2919.9 0.031
L 2984.1 0.962895 ν4 + ν32 2979.1 -0.168
M 3052.2 3.42411 ν2 3055 0.092

266.83 nm Center Intensity Assignments † Center %Diff

B 518.09 0.812517 ν11 521 0.559
C 625.73 1.26018 ν29 622 -0.600
E 792.76 1.94672 ν10 785.6 -0.911
F 1005.7 1.70762 ν9 1002.3 -0.339
G 1218.7 0.802317 ν6 1210.2 -0.702
H 1411.3 0.542322 ν29 + ν10 1407.6 -0.263
I 1641.5 0.781517 ν9 + 633 1635.3 -0.379
N 1810.8 1.01347 ν12 + ν13 1809.1 -0.094
O 2011.2 1.23171 ν12 + ν36 2008 -0.159
P 2206.2 0.74473 ν7 + ν8 or ν23 + ν29 2209 0.127
Q 2318 0.211491 2ν27 2312 -0.260
R 2422.7 0.482271 3 (2ν14) 2430 0.300
S 2621.3 0.514685 ν7 + ν24 2621 -0.011
J 2731.8 0.138118 — 2737 0.190
T 2815 0.515024 ν4 + ν6 2815 0.000
K 2918.1 0.246769 ν31 2919.9 0.062
L 2992.4 0.263396 3 ν9 3007 0.486
M 3051.9 0.416385 ν2 3055 0.101

Centers are in cm−1 and intensities are in arbitrary units. †: Possible assignments, based on ground state

vibrational energies.
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5.5 Raman Spectra of Benzene-Heptane Solutions

One of the primary interests in resonance Raman scattering is the enhanced scat-

tering intensity when on or very close to the resonance absorption feature. The potential

enhancement is beneficial to small concentration and small sample volume species. These

regimes provide an immediate improvement in trace species detection in remotes sensing

and signal level enhancement in near-field optical microscopy. A discussion on this utility

and analysis of the solution species data is presented in Chapter 7. Presented here are

the Raman spectra for four solutions of liquid benzene dissolved in liquid heptane. Table

5.3 lists the solution concentrations and excitation wavelengths. Our benzene solutions

were prepared from a lot of 99% pure benzene (CAS# 71-43-2) purchased from Alfa Aesar

(item# L14012) and a lot of 99% pure heptane (CAS# 142-82-5) purchased from Sigma

Aldrich (item# 650536-1L). For the sample preparation the vessel was throughly washed

with ethanol then rinsed with spectroscopic grade methanol followed by a rinse with hep-

tane before filling with benzene solution to full sample volume. Sample volume was usually

between 10mL and 15mL with the vessel tighly capped. The local experimental area was

ventilated to remove accumulated benzene and heptane vapors. The signal acquisition time

is 120 seconds with slit widths of 4.0mm, 3.0mm, and 250µm for the input, filter, and main

slits respectively. Based on our previous trials with pure benzene, we selected the 260nm

Table 5.3: Summary of benzene solution concentrations and excitation wavelengths.

Concentration [M ]
Excitation [nm] 0.25± 0.003 1.13± 0.014 4.98± 0.062 11.25 (99% pure)

258.88 F F F F
259 — F — F

259.12 — — — F
259.25 — F F —

275 — F F —
430 — — F F
450 F F F —

—: no data, F: data available

absorption system for benzene choosing the ring-breathing mode (ν2) as a Raman spectral

feature reference. Due to the differences in benzene concentration we expect the Raman

scattering intensity to decrease with a decrease in concentration. This is the motivation for
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choosing the more intensely scattering ring-breathing mode for benzene as our reference.

The excitation wavelength was tuned from 258.88nm to 450nm in irregular steps. Figure

5.12 shows four of these spectra for resonant excitation at 258.88nm, with the spectra data

series corrected for absorption. For the analysis in Chapter 7 the integrated intensities are

considered. These integrated intensity values have an uncertainty of ±3% and wavelength

uncertainty of ±0.05nm. The spectra shows some Raman features for the heptane solute

which are well documented [Dollish et al., 1974; Kavitha and Narayana, 2006; Cleveland and

Porcelli, 1950]. The benefit of utilizing heptane for these benzene solution studies is lack

of absorption features for heptane in our excitation range. Also we have observed that the

Raman features of heptane do not show significant changes in energy position or intensity

(aside from ω4 dependence) over this same region.

Figure 5.12: Stokes Raman spectra for various concentrations of benzene in heptane solution
for 258.88nm resonant excitation.
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Chapter 6

Resonance Raman Scattering from

Vapor-Phase Absorption in Liquids

6.1 Overview

The use of high pulse energy laser sources for Raman scattering studies are a ne-

cessity for tunable ultraviolet excitation. Typical tunable ultraviolet sources, such as optical

parametric oscillators, require high pulse energies (∼ 0.25 J cm−2) to achieve adequate ultra-

violet light output (∼ 0.3mJ cm−2). Resonance Raman studies utilizing high pulse energy

laser excitation sources can be complicated by photo-degradation of the sample material.

Photo-degradation is likely occur when the incident light is at or near the high absorption

wavelength required to realize resonance enhancement of the Raman scattering intensity.

To attempt a remedy, fluid materials are usually flowed or circulated within the interaction

region to avoid the localized heating that results in photo-degradation [Asher and Johnson,

1984; Asher, 1993a,b; Chen et al., 1997; Sedlacek et al., 2001]. However, interesting and un-

expected behavior is observed when the sample material remains static. We have observed

that when the excitation wavelength corresponds to the vapor phase absorption maximum,

the sample undergoes a rapid liquid-vapor phase change while simultaneously, recorded the

peak intensity Raman signal for both pure liquid benzene and pure liquid toluene. We sug-

gest that the Raman scattering observed is originating from the metastable phase material

present as the sample is changing from liquid to vapor. We present a simple model that

describes the accumulated pulse energy in the sample for different absorption parameters.
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Within a high absorption region, the energy deposited into the sample is sufficient to create

a metastable liquid phase material that is responsible for the Raman scattering intensity.

Our explanation is supported by the 2nm to 3nm discrepancy between the maxima in the

liquid and vapor phase absorption spectra for both benzene and toluene. Missing from the

previous work in resonance Raman scattering is an explanation of this phenomenon.

6.2 Laser Induced Bubble Formation

High pulse energy laser light is known to break down liquid materials and is

commonly referred to as laser induced cavitation [Byun and Kwak, 2004; Felix and Ellis,

1971]. While this breakdown can involve decomposition of the material molecules (photo-

degradation), commonly this process is a rapid phase change of the irradiated liquid gener-

ating an acoustic shock wave or popping sound. Previous work on laser induced breakdown

and laser induced bubble formation focus on the time evolution of the bubble formation

and subsequent bubble collapse [Dietzel and Poulikakos, 2007; Noack and Vogel, 1999]. For

this work, the need for a precise model of the bubble growth is unnecessary. However, the

result for our simple qualitative explanation of the bubble formation agrees well established

bubble behavior models and provides a reasonable estimate of the observed sound pressure

level [Young, 1989]. Figure 6.1 illustrates the bubble formation region inside the sample

container. To develop the acoustic radiation model, the following assumptions are made:

• the sample material is static (no flow or circulation) and small scale turbulence due

to convection are negligible,

• the liquid surface tension provides a membrane between the bulk liquid and the newly

formed vapor,

• the liquid’s hydrostatic pressure provides the restoring force on the membrane,

• the oscillation frequency of the membrane’s average displacement is the laser pulse

repetition rate, and

• the sample container window is considered to be a moving piston which radiates the

acoustic intensity that is measured in the lab space.

The model starts with the Young-Laplace equation (Equation (6.2.1)) to relate the internal

pressure of the bubble to the surface tension; the driven-circular membrane (Equation

(6.2.2)) to describe the displacement of the membrane driven by the hydrostatic pressure,



88

Figure 6.1: Schematic of the liquid-vapor-window interface region.

and the far-field acoustic radiation of a piston (Equation (6.2.3)). Equation (6.2.4) will be

use to define the sound pressure level as a function of pressure. Table 6.1 lists the parameter

definitions and constant values.

∆P = σ
( 1
R1

+
1
R2

)
+ Patm (6.2.1)

〈φ〉s =
Pa2

σ

1
ka

J2(ka)
J0(ka)

(6.2.2)

Pax =
1
2

(ρ0c0)U0

(d
r

)
(kd) (6.2.3)

SPL = 20 log
( P

Pref

)
(6.2.4)

The immediate layer of liquid next to the container window rapidly vaporizes as the laser

pulse irradiates the sample producing the bubble. The surface tension of the liquid pro-

vides a temporary membrane enclosing the vapor. The bubble is considered spherical and

its minimum radius is given the Young-Laplace equation. The membrane diameter is large

compared to the bubble diameter which is consistent with the small displacement argument

of the driven-membrane equation. The bubble collapses after a short time (< 1µs) before

the next laser pulse.1 The bubble growth displaces the membrane and after the bubble col-

lapses, the hydrostatic pressure of the liquid restores the membrane to the window surface
1The time scale for laser induced bubble formation is dependent on temperature, incident power, viscosity

and heat capacity of the liquid and these parameters have a very significant effect on time development of
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Table 6.1: List of acoustic model parameter definitions and physical constants.

Parameter Definition Units

diameter of membrane, a m
diameter of piston, d m

pressure across interface, ∆P Pa
driving pressure, P Pa

driving frequency, ω rad/s
wave vector, k ω/c 1/m

speed of piston, U0 〈φ〉sω m/s
Bessel functions of the first kind, Ji

speed of sound in air, c0 343 m/s
speed of sound in benzene, cb 1295 m/s

density of air, ρ0 1.21 kg/m3

density of benzene, ρb 870 kg/m3

surface tension: benzene, σb 28 N/m
vapor pressure: benzene, Pvap 12211 Pa

acoustic impedance: air, Z0 409.8 Rayls
acoustic impedance: benzene, Zb 1.126e6 Rayls
reference pressure for SPL, Pref 20 µPa

All values for standard temperature and pressure; from [Kinsler et al., 2000; Sugden, 1922, 1924a,b].

and the process repeats with the next laser pulse.

In our trials we estimate the sound pressure level (SPL) of approximately 20 to 30

dB for the bubble popping at approximately 1m. The calculation algorithm follows as:

• calculate the minimum diameter of bubble given the hydrostatic conditions,

• calculate the piston pressure from the estimated SPL,

• calculate the average membrane displacement oscillating at the laser repetition rate,

• recalculate the window’s (piston) acoustic radiation using the membrane oscillation

as the piston driver, and

• compare the SPL of the calculated piston radiation with the observed SPL (20 to

30 dB) estimate.

a bubble [Young, 1989]. Typically time scale measurements rely on shock front measurements not obtained
in this work.
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Table 6.2 lists these results and given the underlying assumptions presented earlier, these

appear reasonable.

Table 6.2: List of calculated bubble acoustic model parameters.

Parameter Value Units

Volume of benzene 10.00 mL
Phs 101514 Pa
∆P 89300 Pa

R (bubble radius) 0.64 µm
a (50×R) 31.9 µm
〈φ〉s 453.47 µm

d (piston radius) 20 mm
r (distance from piston) 0.75 m
Pax (calculated pressure) 0.00057 Pa
SPL (calculated from Pax) 29.10 dB

SPL (observed) 30.00 dB

Our qualitative model of bubble formation and the mechanism for radiating sound

energy is in agreement with more detailed and rigorous quantitative models [Noack et al.,

1998; Vogel et al., 1989; Young, 1989]. Understanding the dynamics of the bubble radius

will offer improvements to the model we have proposed. Our model assumes that the bubble

forms on the inside surface of the window, up to the maximum radius given by the Young-

Laplace equation (6.2.1); this may not be strictly true. Vogel et al. [Vogel et al., 1989]

show that, depending on the bubble shape (spherical or aspherical), the sound emission can

vary significantly depending on the proximity of the bubble to the container surface. They

find that a spherical bubble located within its maximum radius (but not necessarily of its

maximum radius) to the surface will couple sound energy efficiently to the surface (≈ 73%).

Also, they observed that the sound emission process acts as a mechanical damping mecha-

nism impacting the bubble growth. During rapid evaporation, the steady-state assumption

of pressure equilbrium across the liquid-vapor boundary for which the Young-Laplace equa-

tion is valid no longer applies.

Our results show an appreciable difference between the Young-Laplace radius R

and the membrane displacement 〈φ〉s (0.64µm versus 453.47µm respectively). Based on
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previous work on bubble formation, our estimated membrane displacement is in better

agreement with observed spherical bubble sizes [Noack et al., 1998]. Our assumption of the

bubble’s radius governed by the Young-Laplace model can be replaced by more rigorous

models that incorporate thermodynamic properties of the sample fluid as well as the time

evolution of the bubble radius. Additionally, the sound pressure level observed may distort

our model calculations. Vogel and Lauterborn [Vogel and Lauterborn, 1988] have shown

that the collapse shock has an almost equal contribution to the acoustical emissions as the

initial rapid vaporization. Using an acoustical spectrum of the shock, we can determine

the bubble’s maximum radius from the Rayleigh collapse time [Young, 1989]. However, our

SPL measurements do not provide a means to extract an acoustic spectrum. Utilizing a

transducer submerged in the fluid would allow an accurate spectrum to be produced as well

as eliminate interference from external noise.

6.3 Metastable Phase Model

We have observed a maximum in the Raman scattering intensity from liquid ben-

zene and liquid toluene when these materials are excited with light corresponding to high

absorption intensities in their respective vapor phase absorption spectra. Comparison of

the liquid and vapor phase absorption spectra show significant offset of the absorption spec-

tral peaks. High resolution (∼ 0.04nm) vapor phase absorption data from Etzkorn et al.

[Etzkorn et al., 1999] and liquid phase absorption data from Inagaki [Inagaki, 1972] and the

American Petroleum Institute [API, 1970] show a separation of 3.03nm (Inagaki-Etzkorn)

and 2.03nm (API-Etzkorn) for benzene and a separation of 2.15nm (API-Etzkorn) for

toluene. The data from API are for liquid solutions of benzene and toluene dissolved in

iso-octane and the data from Inagaki is for pure liquid benzene. These absorption spectra

are presented in Figures 5.4 (benzene) and 5.8 (toluene) of Chapter 5.

Due to our observation of the maximum Raman scattering occurring on the vapor

phase absorption profile and the observation of bubble production during resonant excita-

tion, the scattering medium is expected to be vapor phase. However, the bubble formation

model presented in the prior section, as well as other studies on laser induced bubble for-

mation, poses as problem. Should the Raman scattering originate from a true vapor, the

bubble will need to developed for a majority of the laser pulse lifetime. Bubble formation is
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a function of the time evolution of the energy deposited into the illuminated volume [Noack

et al., 1998; Byun and Kwak, 2004; Noack and Vogel, 1999]. Noack et al. [Noack et al.,

1998] have shown that the pulse energy required to produce laser induced breakdown in

liquid water decreases as pulse width decreases. They show that short pulse durations on

the order of a few picoseconds yield small bubble radii (∼ 80µm) whereas longer durations

of ∼ 6ns yield larger bubble radii (∼ 800µm). Bubble expansion is determined from shock

front measurements and the shock signal intensities typically peak approximately 40ns af-

ter the incident light pulse begins (for ∼ 6ns pulse duration) [Vogel et al., 1996]. This

suggests that a vapor bubble may not be fully developed within the pulse lifetime.

While it is certain a vapor bubble is forming, there is little reason to suspect the

observed scattering intensity is from the vapor state. From previous measurements using

our system, the likelihood of observing any detectable scattering signal level from a small

volume of vapor is small for a few reasons. Using the OPO system’s pump laser (355nm,

∼ 27mJ/pulse) to illuminate the laboratory air, we were able to weakly detect Rayleigh

scattering intensity (90 degree scattering configuration) from the laboratory air (nitrogen,

oxygen, air particulates). Given that the Rayleigh scattering cross-section is approximately

3 to 4 orders of magnitude larger than than of non-resonant Raman scattering cross-section,

this does not offer much promise to capturing Raman intensity for the small number den-

sities inside laser induced bubbles. Considering the ideal gas approximation, the number

density of vapor phase molecules available to scatter are approximately 3 orders of magni-

tude smaller than that in liquid phase. Table 6.3 lists the estimated number densities for a

bubble with a radius of 800µm, similar to that depicted in Figure 6.1). Also, the mean ul-

traviolet OPO pulse energies for resonance excitation in benzene (259± 4nm) and toluene

(266.7 ± 4nm) are ∼ 0.18mJ/pulse and ∼ 0.3mJ/pulse, respectively, further reducing

available Raman scattering intensity. Finally, the images obtained for the laboratory air

Rayleigh scattering utilized an image integration time of 5min whereas the images obtained

for Raman scattering in both benzene and toluene utilized image integration times of 2min.

Due to the rapid phase change the liquid undergoes during the pulse lifetime when the

excitation wavelength is within a highly absorbing region, a metastable phase fluid is very

likely. The increased local heat would result in a grouping of molecules with increased

intermolecular spacing whose Raman scattering intensity becomes shifted toward that ob-
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Table 6.3: Estimated number densities and mean free paths for benzene, toluene, and air.

Number Density Mean Free Path [m]
gas (g) liquid (l) l/g ratio gas (g) liquid (l) l/g ratio

benzene 4.2553e+16 1.0834e+19 254.6 1.6264e-8 7.7424e-11 0.0048
toluene 4.5183e+16 9.0638e+18 200.6 1.3166e-8 8.2168e-11 0.0062

Number density is calculated from the van der Waals equation of state for gas phase and molar volume for

liquid [Lide, 2008]. The bubble volume is 1.6085e−9m3, the temperature is 298K, and the bubble pressure

is 101.51 kPa.

served in the vapor phase. As a first approximation, the mean-free path length for a gas

is about 200 times larger than for liquid (210 for benzene and 160 for toluene) indicating

a large range for which a metastable fluid may exist before the liquid-vapor phase change

occurs [Stowe, 1984]. To gain insight into the metastable fluid and the shift of the Raman

line toward vapor, consider the temporal evolution of the energy deposited into the scat-

tering interaction region. The time development of the power of a single laser pulse can be

represented by a sine-squared function such that:

Plas(t) = Plas,0 sin2
( π

2τ
t
)
, for 0 ≤ t ≤ 2τ, (6.3.1)

where Plas,0 is the average pulse power and 2τ is the laser pulse width (Fwhm). Time

integration of the power gives the time evolution of the laser pulse energy giving:

Elas(t) =
∫ t

0
Plas,0 sin2

( π
2τ
t
)
dt = Plas,0

{ t
2
− τ

2π
sin
(π
τ
t
)}
. (6.3.2)

The energy will be deposited into the effective volume enclosed by the laser beam. As pre-

viously discussed, the effective volume (described equivalently by EPLd, Equation (4.3.2))

is dependent on the excitation wavelength (see Section 4.3). Table 6.4 lists a selection of the

calculated penetration depths for benzene as determined earlier from our absorption cor-

rection model for some experimental wavelengths and corresponding average laser power.

For the listed ultraviolet wavelengths, bubble formation was easily observed in pure liquid

benzene and observed at 259nm in the 4.99M solution of diluted benzene. For the lower

concentration solutions, no bubble formation was detectable. Similar behavior was observed

for pure toluene.

Figures 6.2 and 6.3 show the pulse energy deposited into the effective volume for

benzene for different excitation wavelengths for pure benzene and a 1.12 [M ] solution of
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Table 6.4: Calculated penetration depth for experimental excitation wavelengths and aver-
age laser power in pure liquid benzene.

excitation wavelength [nm] 258.75 259.00 259.25 260.00 430.00
average laser power [µW ] 1750 1400 2100 1990 5500

penetration depth (EPLd) [µm] 11.000 0.507 2.390 1.810 195.0

laser repetition rate 10Hz
laser pulse width (Fwhm) ≈ 8ns

benzene in heptane. Figure 6.4 shows the pulse energy deposited into the effective volume

for pure toluene for different excitation wavelengths. The energy deposited is normalized

to units of enthalpy of vaporization of the species (∆vH = 33.83 kJ mol−1 for pure liquid

benzene and ∆vH = 38.01 kJ mol−1 for pure liquid toluene, both at 298K) [Lide, 2008].

For all three figures, the average laser power is 1mW , the laser pulse width is 8ns, and

utilize the vapor phase absorption data from [Etzkorn et al., 1999]. Figure 6.5 shows the

pulse energy deposited into pure benzene for the experimental values listed in Table 6.4.

All figures show an overlay of the laser pulse approximated as a Gaussian distribution with

Fwhm of 8ns for reference. When the excitation wavelength is on the peak absorption, the

energy sunk into the effective volume is several times larger than the enthalpy of vaporization

before the majority of the pulse has developed. A study of laser-induced breakdown in liquid

water by Vogel et al. [Vogel et al., 1996] has shown that for energy densities of approximately

20 times that of the enthalpy of vaporization are more than sufficient to form cavitation

bubbles for similar pulse widths 6ns. This suggests that for those excitations very close to

the absorption peak, the Raman scattering signal may originate from the highly disordered,

metastable fluid undergoing a phase transition. Also, this provides an explanation of the

possible shifting of the Raman peak profile toward the Raman line center attributable to

vapor phase scattering, away from the line center for liquid phase scattering.

6.4 Mass Spectroscopy Examination and Results

There is currently no assessment of the effect that laser-induced breakdown may

have on Raman scattering spectra of a sample. Studies on laser ablation in benzene and

other hydrocarbons suggest that with significant laser fluence, samples not only exhibit
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Figure 6.2: Time evolution of the energy deposited into the effective volume of pure toluene
for average laser power of 1mW and pulse width of 8ns for several excitation wavelengths.

Figure 6.3: Time evolution of the energy deposited into the effective volume of pure toluene
for average laser power of 1mW and pulse width of 8ns for several excitation wavelengths.

cavitation bubbles, but may experience photochemical reactions [Toyota et al., 2000, 2001;

Katoh et al., 1998; Tsuboi et al., 1994]. Toyota et.al. [Toyota et al., 2000] has shown that

under irradiation with nanosecond, 1064nm laser light, fractured components are produced

in liquid benzene. The mechanism for the laser induced breakdown in their work relies on

the microwave breakdown theory; the strong electric field of the laser is sufficient to ionize

a benzene molecule. They observed laser induced breakdown in liquid benzene at 1064nm
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Figure 6.4: Time evolution of the energy deposited into the effective volume of pure toluene
for average laser power of 1mW and pulse width of 8ns for several excitation wavelengths.

Figure 6.5: Time evolution of the energy deposited into the effective volume of benzene for
the experimental values in Table 6.4.

with an electric field strength at the focal point of 4.5×109 V m−1 [Toyota et al., 2000]. By

comparison, with our unfocused beam, the electric field strength is expected to be close to

4.3×105 V m−1, suggesting fractured components may not be produced in the viewpoint of

this mechanism. An alternative picture is presented by Tsuboi et.al. [Tsuboi et al., 1994]

investigating laser ablation in liquid hydrocarbons utilizing a 248nm KrF excimer laser.

They observe ablation and decomposition with moderate laser fluences, ∼ 100mJ cm−2 for

benzene and ∼ 35mJ cm−2 for toluene. They concluded that explosive boiling and vapor-
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ization are unlikely candidates for the ablation, and that photochemical fragmentation of

the sample is a more reasonable mechanism as explained by the positive correlation be-

tween the photochemical reactivity and the laser fluence threshold of the ablation [Tsuboi

et al., 1994]. These results were also confirmed by Katoh et.al [Katoh et al., 1998] in their

investigation of photo-decomposition of liquid benzene using a 193nm ArF excimer laser.

We have attempted to classify, using mass spectrometry, the level of fractured

components produced in a 1.12 [M ] diluted benzene (in heptane) solution after illuminated

with light tuned onto the 259nm absorption resonance. We have previously observed the

laser-induced breakdown in pure and 5.00 [M ] solutions of benzene while on this absorption

resonance. We choose a lower concentration of 1.12 [M ] to take advantage of a longer pene-

tration depth into the sample to increase the probability of generating measurable quantities

of fractured components without limiting the interaction region to layers close to the ves-

sel window. For the solution preparation, we heated approximately 250mL of heptane to

∼ 70 ◦C over a period of 2 hours before making the benzene solution. The solution was then

divided into three 50mL vessels. For exposure, 10mL of each solution was transfered to

the Ptfe 10mL sample holder (same holder for each exposure, thoroughly cleared between

each sample) and placed lengthwise in the beam path. Two samples were exposed, one for

30 minutes and one for 90 minutes with the remaining sample as a control. The average

laser power over these exposures was 2.5mW . After exposure the samples were returned to

their respective containers and refrigerated until mass spectrography was performed (less

than 36 hours).

Our mass spectrometry results are inconclusive, for several reasons. Benzene and

heptane were clearly identified in the spectrogram of all samples. No significant fractured

components such as methyl group or phenyl ring fragments were observed in the exposed

samples not also observed in the control. Smaller atoms, specifically hydrogen, were not

observed in any significant level over the expected mass spectrometer instrument generated

cracking residues. These results seem to suggest that no significant generation of fractured

molecules is occurring. Considering the results given by Katoh et.al, two likely explanations

arise. One, our laser fluence is small. As we are not focusing the light into the sample space,

our laser fluence is ∼ 0.25mJ cm−2, as compared to their laser fluence, ∼ 80 times larger
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than our system. For a fluence of 2.6mJ cm−2, they have shown very small production

yield for biphenyl (relative yield of ∼ 0.25), whereas for a larger fluence of 34mJ cm−2,

biphenyl production yield is much larger (relative yield of > 300) [Katoh et al., 1998]. Two,

the concentration of our solution may not be conducive to fragment production. They show

that for sufficient laser fluence (34mJ cm−2), the production yield for biphenyl decreases as

the solution concentration is reduced. Given our mass spectrometer results, laser fluence,

and low concentration, production of fractured components is unlikely.
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Chapter 7

Utility and Limitations of

Resonance Raman Scattering

7.1 Article Abstract

The utility of the resonance Raman effect in terms of the real measured signal

level is investigated using a tunable light source. The strong 1332 cm−1 vibrational mode

of diamond and the 992 cm−1 ring-breathing mode of benzene (pure and diluted solutions)

are used to probe signal strength and resonant Raman signal enhancement as the excitation

energy is tuned over an ultraviolet absorption line. A trade-off is shown between the inherent

wavelength dependent species absorption and the magnitude of the resonance enhancement

in determining the real measured signal level. The full magnitude of the enhancement is

realized in the per-molecule cross-section, but not the real signal levels. This trade-off is

identified by comparing the absorption corrected signal level to the real measured signal level

for diluted benzene in heptane. For strongly absorbing materials, resonance enhancement

in the real Raman signal level is likely to be overcompensated by the species absorption.

Using naphthalene dissolved in heptane, no Raman signal was observed, as expected when

absorption wins the trade-off for a highly absorbing material. Two different regimes have

been identified where resonance Raman dramatically increases the real signal level despite

the presence of strong absorption. Materials identification in trace species such in remote

sensing and tiny working volumes such as near-field optical microscopy.
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7.2 Article Introduction

Resonance Raman spectroscopy can provide signal enhancements several orders of

magnitude over that seen with normal Raman on a molecule by molecule cross-section basis

[Kudelski, 2008; Asher, 1993b; Clark and Dines, 1986]. Recent work has documented many

of the benefits of resonance Raman. These include: species identification with specificity

that exceeds non-resonant Raman and signal enhancement that rivals fluorescence [Asher

and Johnson, 1984; Asher, 1984; Efremov et al., 2008]. Much of the current use of resonance

Raman techniques utilize visible and infrared portions of the spectrum, which limit the types

of molecules that can be studied. Ultraviolet light can provide resonances in more materials,

but investigations are hampered by available tunable light sources, complications relating

to sample damage, and fluorescence [Asher and Johnson, 1984; Kudelski, 2008]. The deep

ultraviolet (DUV) resonance Raman regime escapes fluorescence background from both the

species examined and the local environment, as very few species have significant fluorescence

emission below ∼ 280nm, even for shorter wavelength excitation, due to pre-fluorescence

electron relaxation. Probing in the DUV region also allows access to a range of potentially

interesting electronic absorption features [Asher and Johnson, 1984; Ziegler and Albrecht,

1979; Gerrity et al., 1985; Asher et al., 1983].

A drawback of probing in the DUV region, not emphasized in previous work, is

the increase in species absorption. When the excitation wavelength is tuned to an absorp-

tion feature to instigate resonance, the wavelength is always within an absorbing band.

Additionally, the Raman shifted wavelengths are usually within the absorption band, so

absorption occurs both as the excitation light enters and as the signal light exits the sam-

ple space. This is why raw, measured Raman intensities for bulk species typically do not

increase in the resonance Raman regime. While scattering cross-sections are larger than

normal Raman, the effective number of molecules observed is significantly reduced, to those

within a thin surface layer. In this paper, we examine the trade-off between resonance en-

hancement and absorption to illustrate when resonance-Raman is beneficial. In particular,

we find: a) resonance enhancement can be obtained in high absorption species where nor-

mal Raman signals are very weak, b) due to this enhancement, low number densities can be

probed effectively, which benefits trace sample and small volume measurements, and c) the

trade-off existing between resonance enhancement and absorption is the determining factor

in utilizing resonance Raman enhancement.
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The application of the resonance enhancement to remote sensing has taken recent

interest, largely in the application to Raman light ranging and detection (Raman-Lidar)

[Willitsford et al., 2008]. Preresonance enhanced Raman Lidar has been used to profile and

identify trace atmospheric species (sulfur dioxide, carbon tetrachloride, nitrogen dioxide, ni-

trobenzene) [Rosen et al., 1975; Chen and III, 1996; Sedlacek et al., 1994; Chen et al., 1997].

A recent examination on the use of ultraviolet resonance Raman for stand-off detection of

roadside bombs and improvised explosive devices indicates that the enhancement may be

limited by heavy absorption [Johansson et al., 2008]. We present here an accounting of the

limitations imposed by the absorption character of the analyte being probed, how the lim-

itations will modify the signal, and use diluted solutions of benzene in heptane as example

cases. These results suggest use of this enhancement mechanism in near-field scanning opti-

cal microscopy (Nsom). Previous work on Nsom Raman has shown considerable limitations

due to tiny signals that give long signal integration time, extending the instrument design

and stability requirements not necessary in normal Nsom systems [Jahncke et al., 1995;

Ayars et al., 2001]. Since Nsom Raman yields additional information not obtained with

far-field Raman techniques [Jahncke and Hallen, 1996; Hallen et al., 2003] any significant

enhancements in signal are advantageous [Jahncke et al., 1996].

7.3 Experimental Description

Continuously tunable light from 700nm to 420nm is generated utilizing an optical

parametric oscillator (OPO) [U-Oplaz OPO BBO-3B (Type I, Model S)] pumped by the

third harmonic of a Nd:YAG laser [Spectra-Physics Quanta Ray Indi-50-10]. The visible

signal output of the OPO is then frequency doubled by a second harmonic stage [U-Oplaz

OPO BBO-SHG (Type I, Model S)] to yield continuously tunable output from 355nm to

210nm. The average power across this wavelength range is 2mW . The OPO uses Type-I

phase matching rendering an average bandwidth of 30 cm−1 between 355nm to 210nm.

The pulse length is 8ns, with a 10Hz repetition rate, and a beam diameter of approxi-

mately 8mm. An unfocused excitation beam provided the Raman signal that was collected

in a standard 90 degree scattering arrangement and transfered into a triple stage 0.6m

spectrometer [Spex Triplemate 1877]. The system resolution is limited by the bandwidth

of our OPO.
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Sample selection was based on absorption features within our OPO tuning range.

Diamond was selected since the absorption increases dramatically at its band gap energy

at ∼ 205nm. Benzene has several absorption features within this range and is a good

reference material due to significant previous work. Toluene and naphthalene were also

selected. Both have higher absorption intensities than benzene, but have many chemical

similarities. Absorption data in vapor-phase benzene by Etzkorn, et al. provided us with a

sufficient resolution [Etzkorn et al., 1999] that fine resolution steps could be taken without

missing Raman features. Knowledge of the absorption features at high resolution is also

used to predict the absorption of the Raman signal as it exits the sample. The benzene

and toluene samples were liquid-phase and housed in a custom made polytetrafluoroethene

(Teflon) container with a sapphire window. The sample holder was arranged in a 90 de-

gree scattering configuration, with both the incident and collected light passed through the

sample holder window. Loss introduced by the spectrometer and camera are estimated to

give an overall efficiency of 5%. Measurement error in wavelength, relative intensity and

concentration are ± 0.05nm, ± 2.5%, and ± 0.03% respectively and are within the dimen-

sions of the point labels in the figures. Our measurements fell into three main thrusts:

a) observation of resonance enhancement in a pure sample environment, b) observation of

resonance enhancement in diluted sample environments, and c) tuning on and off resonance.

7.4 Results and Discussion

To gain insight as to what happens as we approach a strong absorption feature,

diamond (rough faceted) is a good sample, due to its well known Stokes shifted Raman line

at 1332 cm−1. A naive expectation is that an increase in the Raman intensity should be

observed as we tune closer to the band gap. Indeed, this is the extrapolation of previous pre-

resonance Raman studies with tuned excitation wavelengths [Calleja et al., 1978]. However,

we observed the opposite, as detailed in Figure 7.1. Calleja et al. observed a mild increase

in Raman intensity as the excitation wavelength was tuned from 647nm to 257nm [Calleja

et al., 1978]. Instead, we observed a strong decrease in the Raman signal below 300nm,

Figure 7.1, that corresponds to that expected from the absorption coefficient, [Edwards and

Philipp, 1985], also shown (scaled 10×). For reference, the band gap is indicated by A, and
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Figure 7.1: Solid points connected by dashed line: integrated Stokes Raman intensities for
diamond, centered on 1332 cm−1 as the excitation is tuned from 215nm to 235nm in 1nm
steps and to 300nm in larger steps. Solid line: absorption coefficient (scaled 10×), from
[Edwards and Philipp, 1985]. The A indicates the band gap edge at ∼ 5.5 eV .

appears to produce some resonant gain. Our interpretation of the additional features in

Figure 7.1 is that the intensity variation is due to surface/bulk contaminates inherent in

natural diamond and possible indirect band transitions. Graphite is known to have Raman

features in the range of ∼ 1300 cm−1 to ∼ 1450 cm−1 (Stokes) [Leeds et al., 1998] so graphite

contamination may be visible.

Benzene and toluene were probed about their first set of absorption features at

259nm and 267nm, respectively. These features represent spectra assigned to the funda-

mental C-C stretching mode of the phenyl ring with Stokes Raman shifts at ∼ 992 cm−1 and

∼ 1004 cm−1, respectively. While probing benzene around the higher energy 253nm and

247nm absorption features, we found that the resultant Raman signal tended to overlap

with the lower energy absorption features (for excitation wavelengths less than 255nm). It

should be noted that these absorption features are spaced by the vibrational levels of the

same C-C stretch in benzene [Callomon et al., 1966]. Toluene shows similar spacing with

different peak intensities due to the attached methyl group [Etzkorn et al., 1999]. This

additional absorption resulted in far less intense signal than the lowest energy absorption

feature, illustrating the importance of resonance feature choice in the resonance/absorption

trade-off.

The high absorption of benzene in the DUV region generally limits probing to a

layer thickness of a few hundred nanometers for a pure sample. Conversely, the full sample
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Figure 7.2: Stokes Raman spectra for pure liquid benzene, centered on ∼ 992 cm−1. Tuning
from 258.5nm to 259.5nm, excitation wavelength indicated left of the spectra.

depths (5mm to 15mm) can be probed in the visible wavelengths due to weaker absorption

at longer excitation wavelengths. The sampled volume is limited by the collection scheme.

In the pure sample case, our typical Raman peak height as we tuned the excitation wave-

length ±1nm over an absorption peak at 258.88nm was approximately 9 times larger at

the absorption peak than off it clearly marking the resonant enhancement and is shown in

Figure 7.2. This enhancement does not take into consideration the self absorption. Similar

narrow band enhancements are observed for diluted benzene. While increasing our inter-

action depth within the sample volume, we still probe only a rather small volume (ranging

from several hundred nanometers to a few microns in depth) due to the intense absorption.

Previous work [Asher, 1984; Jones et al., 1985] has shown that low concentration

environments can be probed via resonance Raman due to the appreciable enhancement

yielded as an electronic absorption is approached. We should emphasize that in these

studies, what is typically described as resonance enhancement is actually pre-resonance

enhancement. We have observed resonant behavior, as we have tuned the excitation wave-

length across absorption features. Figure 7.3 (top panel) compares the peak area of four

different concentrations of benzene dissolved in heptane across a range of excitation wave-

lengths. As concentration is reduced, the resonant enhancement begins to dominate over

the non-resonant Raman as the trade-off shifts from absorption to resonance. Important to

note is that these data are only corrected for the instrument effects. Sample self absorption

and the well known Raman frequency dependence (ω4) are not included. This suggests
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that when sample concentration or volume is small, the resonant enhancement can allow

for Raman studies where non-resonant Raman signals are negligible or maybe masked by

fluorescence or Raman signals from the ambient matrix, since real, uncorrected, signal levels

are increased. As concentration is increased, non-resonant Raman signal begins to become

comparable to those resonantly enhanced. Without absorption, the enhancement allows

one to access Raman information in environments where non-resonant Raman signals are

too weak due to a lower number of potential scattering agents. This suggests applications

in low sample volume environments such as encountered in Nsom, where probe properties

and operational parameters lead to tiny sampling volumes, typically of order (λ/3)3 or less

[Huerth et al., 2000; Jahncke et al., 2002] as well as sparse sample environments like those

encountered in Lidar where typical number densities can be small (ppm to ppt) [Toriumi

et al., 1996; Rosen et al., 1975].

Alternatively Figure 7.3 (bottom panel) shows the same data corrected for absorp-

tion, giving effectively a per-molecule cross-section comparison. As expected, the resonant

enhancement dominates at all concentrations relative to the non-resonant case, note the

ordinate scale. By adjusting for the self-absorption of the species, the magnitude of the

resonant enhancement becomes more clear, suggesting that the enhancement becomes more

significant when concentration is increased as with pure benzene. The presence of overtone

enhancements, the additional species discrimination provided by excitation resonance, and

the Raman fingerprint offer further advantages to resonance Raman in either case.

Figure 7.4 gives another comparison of when resonant enhancement is useful. Plot-

ted is the ratio of the UV to visible Raman signal levels; again both measured signal levels

and absorption-corrected data are shown. When concentrations are high, no significant

gains in measured signal level over that obtained in non-resonant Raman are apparent

(ratio values close to unity). However, lower concentrations begin to show very signifi-

cant enhancements over non-resonant Raman. While not obvious from Figure 7.3 (bottom

panel), the gain over non-resonant is most significant when on top of the absorption peak

(258.88nm, indicated by the up-pointed arrow). When self-absorption is taken into consid-

eration, the domination is even more pronounced as detailed in the right panel (note the

different ordinate scales). The right panel contains just the enhancement, so a compari-
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Figure 7.3: Two methods of quantifying resonance gain. Top: integrated Stokes Raman
intensities for benzene in heptane at various concentrations for different excitation wave-
lengths adjusted only for instrument variation. This is referred to the ’raw’ or real mea-
sured signal. Bottom: integrated Stokes intensities where both the instrument variation
and species self-absorption are corrected.
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Figure 7.4: The ratio of all integrated intensities to the non-resonant integrated intensity
across concentration provides a normalized indication of signal gain. Left: indicates the real
measured signal gain by adjusting only for the instrument variation. Right: also adjusts
for the species self-absorption for cross-section comparison. The arrow indicates a point
outside of the vertical scale.

son of the two shows the dramatic trade-off between absorption and enhancement: higher

concentration means higher absorption and in turn less enhancement of real measure signals.

A final confirmation of the absorption-resonance trade-off is observed in a highly

absorbing species, naphthalene. As previously noted, naphthalene has a significantly higher

absorption than benzene (approximately 30 times that of benzene at the same wavelength).

We were unable to obtain any UV Raman signals for milli-molar concentration naphthalene-

heptane solutions or for naphthalene in vapor phase. Naphthalene’s high absorption com-

bined with the effective smaller number densities, our conclusion is not that obtaining a

signal enhancement is not possible but rather there appears to be a diminishing return

that is dependent on intensity of absorption and the inherent difficulty of obtaining Ra-

man signals with vapor-phase materials. We believe the lack of more intense pre-resonance

enhancement in our benzene and toluene trials confirms this assertion as well.

The trade-off between high absorption reduction of the Raman and excitation

signals and the potential enhancement opportunity is both material and absorption line

dependent. Not all materials are amenable to gains in measured resonant Raman signal

even at low densities, since the resonance never surpasses the absorption. The situation
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is similar for the 247nm and 253nm absorption lines of benzene; the absorption of the

Raman-shifted light is too large. The more properly chosen 259nm absorption places the

Raman-shifted light in a lower absorption region, where the trade-off is favorable.

7.5 Conclusions

Resonance-Raman scattering in the DUV region has been shown to provide sig-

nificant enhancement over non-resonant Raman in species that exhibit high absorption.

However, this enhancement is tempered by the loss caused by the strong absorption of

the same absorption feature responsible for resonance. When the concentration/volume of

heavily absorbing molecules is large the real (raw) measured UV resonance Raman signal is

not significantly larger than non-resonant Raman with visible excitation. We have observed

with different concentrations of benzene dissolved in heptane that Raman signal enhance-

ments become more significant as the concentration is reduced and maximized when an

electronic absorption band is chosen for minimal absorption of the Raman-shifted light.

Also, we have confirmed the enhancement/absorption trade-off with a more intensely ab-

sorbing species, naphthalene. With the enhancement, low sample density environments, as

in trace gas analysis with Lidar, and low sample volumes, as with Nsom, will be studied

much more easily. Species identification will also be improved as the Raman fingerprint is

augmented by the material-dependent excitation energies of resonance.
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Chapter 8

Conclusion

Much of the previous work in experimental resonance Raman scattering utilize

discrete excitation wavelengths to investigate a molecular system. The restriction on exci-

tation wavelengths means that many examinations only realize preresonance Raman signal

enhancements and may overlook important spectrographic information available when tun-

ing the excitation wavelength through a system’s absorption band. Utilizing an optical

parametric oscillator to provide continuously tunable ultraviolet light, we have examined

resonance Raman scattering in several materials. Our most impressive and detailed results

involve resonance scattering in liquid benzene about the 260nm benzene absorption sys-

tem. We have found sharply increasing Raman scattering intensity, as much as six orders of

magnitude, within a small range of ±0.25nm about the 259nm absorption peak in liquid

benzene as shown in Figure 5.6. This rapid increase in scattering intensity has immediate

application to remote sensing signal detection enhancements as well as signal enhancement

in nano-scale NSOM Raman studies. We have also confirmed similar behavior in liquid

toluene. In toluene, we have observed sharply increasing Raman scattering intensity, as

much as four orders of magnitude, within a range of ±0.25nm about 266.83nm as shown

in Figure 5.10. Additionally, we have compiled as comprehensive list of potential excited

state vibrational assignments for liquid benzene, Table 5.1 and liquid toluene, Table 5.2 not

previously reported. These excitation tuning results in benzene and toluene serve as a base

to expand future tunable excitation studies in other materials and initiate an understanding

the underlying physical processes occurring in the narrow widths about absorption band

peaks.
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Paramount to our interpretation of the experimental spectra is understanding the

role of absorption in the sample material. We have presented an intuitive model of the

excitation and signal light attenuation within the sample. The model allows us to describe

the overall effect of species absorption as a single parameter, the effective path length EPLd

(Equation (4.3.2)). When estimating the level of resonance enhancement, the effective path

length is used to normalize the sampling space such that we compare the scattering inten-

sities on a per molecule basis. Using three solutions of liquid benzene in heptane and pure

benzene, we have demonstrated the limitation absorption can affect on the resonance en-

hancement. Looking at the ratio of resonant to non-resonant integrated Raman intensities

for different concentrations (Figure 7.4), we have shown that if the influence of absorption

is considered, the resonance gain is an appreciable four to five orders of magnitude for

low concentration samples. However, if the absorption is not considered, the intensities of

resonant and non-resonant signals are comparable. Also, we have confirmed the utility of

resonance Raman for small sample concentration and tiny sampling volume Raman studies

by showing that the signal level in a low concentration environment is similar to higher

concentration non-resonant signal levels.

One of the most interesting aspects of this work is absent from the prior literature.

We have found that when the excitation wavelength is tuned to an feature in the vapor phase

absorption profile, we realize the maximum resonance enhancement. This has been observed

in both liquid benzene and liquid toluene. When the absorption spectra of liquid phase

and vapor phase benzene are compared, the absorption maxima are significantly offset,

between 2nm to 3nm. Toluene shows the same absorption spectra offset. To explain this

unexpected behavior, a model of the time evolution of the energy per pulse deposited into

the sample space is introduced. The effective volume of the sample space is dependent on

the sample’s absorption profile; on resonance the effective volume is small, off resonance

the volume becomes larger. What is clear from our model is that the energy deposited into

the smaller on-resonance volume is sufficient to promote a liquid-vapor phase transition.

For off-resonance excitation at 259.25nm, the energy deposited in 4ns in liquid benzene

is approximately 1.5 times the enthalpy of vaporization of benzene. Whereas on-resonance

excitation at 259nm, the energy deposited in 4ns is approximately five times the enthalpy
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of vaporization. We suggest that this highly disorganized fluid is responsible for the Raman

scattering we have observed. Also for both benzene and toluene, when the excitation light

is on their vapor phase absorption peaks, an audible acoustic shock (popping) is observed.

This popping confirms that a rapid phase is occurring. A crude qualitative model of this

vapor bubble is presented.

8.1 Future Work

The findings in this work provide several starting points that may be valuable to

future experimental and theoretical studies. There are several aspects that would be fruitful

to explore.

• The preliminary data presented for benzene and toluene serve to motivate additional

resonance Raman study of these molecules. What is not clear from the current stud-

ies is the nature of the excited state active when the systems are under resonance

excitation. Investigation of these molecules with finer resolution excitation tuning

will extend the knowledge base not only of these materials, but also of the underlying

physical processes while on resonance. Also, to our knowledge, comprehensive exper-

imental data on the first excited states in benzene and toluene are not presented in

the current literature. Our results should provide motivation for a detailed theoretical

examination of the excited states of these molecules.

• To further bolster our explanation of vapor phase Raman scattering in a liquid sample

presented in Chapter 6, molecular dynamics simulations may offer new insights. While

our description offers a solid qualitative and semi quantitative model of the physics,

molecular dynamics simulation may help formulate a more robust general model of

the scattering medium.

• The one facet of this work was to determine what materials may show resonance

enhancement and at what level these may be detectable using resonance Raman.

Certainly more materials warrant study. A group of materials of interest to the

defense and homeland security communities is double and triple bonded nitrogen

compounds. These compounds and related by-products are commonly found in many

commercial and improvised explosives. Preliminary study of these materials will serve

as a necessary step in developing any field instrument.
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• Resonance Raman scattering is also of significant interest in expanding the experi-

mental techniques of near-field scanning optical microscopy (Nsom). The Nsom lab-

oratory at North Carolina State University is currently developing a first generation

resonance Raman Nsom system.

While our experimental apparatus has yielded valuable and promising results,

a retrospective analysis of our experimental configuration and procedure suggests some

improvements that should be included in future studies.

• One main area of improvement involves determining the actual spectrometer spectral

efficiency and instrument function. Accounting for these parameters will allow the

proper calculation of the Raman scattering intensities and bandwidths as well as

increase the accuracy of our spectra vibrational assignments.

• Another consideration, addressed in Section 3.2.2 of Chapter 3, is the coupling of the

scattered signal light into the spectrometer system. Presently, a viable solution to the

coupling is unclear. To utilize focused excitation light, the sample material needs to

be circulated or cooled to avoid excess heating due to the high pulse energy density.

• Measurement of the scattering depolarization ratios should be performed. The de-

polarization ratios will assist in the vibrational assignments and calculation of the

spectral intensities and complete a material’s set of Raman scattering data.

• Utilizing a tighter bandwidth excitation source will yield an improvement in the preci-

sion of the sample spectra compared to the current system. Also a narrower bandwidth

will increase the tuning resolution. Finer tuning resolution will allow more detailed

study of absorption peak regions. The current system has a tuning resolution limit of

approximately 0.1nm using a Type I phase matching scheme for the OPO UV source.

Moving to a Type II phase matching scheme could improve the tuning resolution

ten-fold.
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Appendix A

Electronics Designs

This appendix contains several of the electronics schematics and printed circuit

board (PCB) patterns designed primarily for my previous near-field scanning optical mi-

croscopy (Nsom) work. The schematic capture and PCB layout was done utilizing Protel

DXP from Altium Limited and represents the first attempt to implement surface-mount

components into the Ncsu Optics Group’s laboratory apparatus. The motivation for these

electronics was to measure the very small photocurrent expected on the Nsom probe due

to photo-electron emission from a sample. Additionally, during the resonance Raman spec-

troscopy work, a modified version of these electronics was also utilized in-route to de-

termining appropriate signal detection schemes (subsequently an alternative method was

used). Currently, these electronics have been re-implemented into the photocurrent mea-

surement scheme in the original Nsom apparatus. I present these without explanation

of their operation. I encourage any interested party to correspond to me via my email

(ctchadwick@hotmail.com) for explanation of these electronics’ operation and design con-

siderations.

• Nsom probe signal integrator/peak-hold (page 132): the purpose of this circuit is

to collect (integrate) the very small expected photocurrent at its input and hold the

peak value (now a voltage) for computer acquisition. The peak-hold circuit is reset

by a delayed TTL pulse obtained from the current laser pulse responsible for the

photocurrent;

• Photodiode discriminator (page 133): the purpose of this circuit is to generate a TTL

pulse from the signal output of a photodiode. Some adjustment on the pulse width is

mailto:ctchadwick@hotmail.com
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handled by the potentiometer;

• Adjustable digital pulse delay (page 134): the purpose of this circuit is to transform

the TTL pulse at its input to another TTL pulse at its output. The output pulse has

an adjustable pulse width and an adjustable delay from the leading edge of the input

pulse; and

• Bill of materials for these circuit designs (page 135).
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Table A.1: Electronics bill of materials associated with the three prior schematic and PCB
designs.

Designator Value Description Footprint

Nsom tip signal integrator/pre-amplifier

C1 10 pF Non-polarized Capacitor C1005-0402
C2 0.1 µF Non-polarized Capacitor C1005-0402
C3 0.1 µF Non-polarized Capacitor C1005-0402
C4 0.1 µF Non-polarized Capacitor C1005-0402
C5 0.1 µF Non-polarized Capacitor C1005-0402
C6 0.1 µF Non-polarized Capacitor C1005-0402
C7 0.1 µF Non-polarized Capacitor C1005-0402
C8 0.01 µF Non-polarized Capacitor C1005-0402
C10 0.0015 µF Non-Polarized Capacitor R2012-0805
C11 0.0068 µF Non-Polarized Capacitor C3216-1206
C12 0.01 µF Non-Polarized Capacitor C3216-1206
C13 0.1 µF Non-Polarized Capacitor C3216-1206
C20 10 µF Solid Tantalum Chip Capacitor (Polarized) SO-C2/X2.5
C21 10 µF Solid Tantalum Chip Capacitor (Polarized) SO-C2/X2.5
C22 10 µF Solid Tantalum Chip Capacitor (Polarized) SO-C2/X2.5
D1 BAV 199 Dual SMD Series Diode SO-G3/C2.25
JP1 MHDR1X10 Header, 10-Pin MHDR1X10
R1 1 kΩ Resistor C1005-0402
R2 49.9 Ω Resistor C1005-0402
R3 49.9 kΩ Resistor C1005-0402
R4 49.9 Ω Resistor C1005-0402
S1 SW-DIP4 DIP Switch SO-G8
U1 OPA657NB Wideband, FET-Input Op-Amp SO-G5/P.95
U2 OPA657NB Wideband, FET-Input Op-Amp SO-G5/P.95
U3 OPA657NB Wideband, FET-Input Op-Amp SO-G5/P.95
U4 NC7SZ384 UHS 1 Bit Switch SO-G5/P.95

Photodiode discriminator

C1 0.1 µF Non-Polarized Capacitor C1005-0402
C2 0.1 µF Non-polarized Capacitor C1005-0402
C3 10 pF Non-polarized Capacitor C1005-0402
C4 10 µF Solid Tantalum Chip Capacitor (Polarized) SO-C2/X2.5
C5 10 µF Solid Tantalum Chip Capacitor (Polarized) SO-C2/X2.5
C6 0.1 µF Non-polarized Capacitor C1005-0402
C7 0.1 µF Non-polarized Capacitor C1005-0402
C8 0.1 µF Non-polarized Capacitor C1005-0402
D1 EGG UV-040 BQ Photodiode —
JPIO PPPN081BFLC Header, 8-Pin PPPN081BFLC
R1 49.9 Ω Resistor C1005-0402
R2 10 kΩ Potentiometer SIP-P3/X1.5
R3 10 kΩ Resistor C3216-1206
U1 OPA657NB Wideband, FET-Input Op-Amp SO-G5/P.95
U2 MAX9013EUA Single, Precision TTL comparator TSSO3X5-G8/X.35

Adjustable digital pulse delay

C1 0.1 µF Non-Polarized Capacitor C3216-1206
C2 0.1 µF Non-Polarized Capacitor C3216-1206
C3 0.01 µF Non-Polarized Capacitor C3216-1206
C4 0.1 µF Non-Polarized Capacitor C3216-1206
C5 0.1 µF Non-Polarized Capacitor C3216-1206
C6 0.1 µF Non-Polarized Capacitor C3216-1206
JP1 16 Pin Header Header, 8-Pin, Dual row DIP-P16
R1 5 kΩ Resistor C3216-1206
R2 5 kΩ Resistor C3216-1206
U1 CD74HCT123 Dual Retriggerable Monostable Multivibrator SO-G16/G6.9
U2 CD74HCT123 Dual Retriggerable Monostable Multivibrator SO-G16/C5.85
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Appendix B

Mechanical Designs

This appendix contains several of my more interesting mechanical designs utilized

in the current resonance Raman spectroscopy work and in previous near-field scanning op-

tical microscopy (Nsom) work. These were designed using Pro-Engineer from Parametric

Technology Corporation. The machined components of some of these drawings are cur-

rently (as of April 24, 2009) being utilized in my previous Nsom apparatus and others are

scattered throughout the Nscu Optical Lab in other apparatus and may or may not have

additional modifications. I present these without explanation of their operation. I encour-

age any interested party to correspond to me via my email (ctchadwick@hotmail.com) for

explanation of these mechanical components’ operation and design considerations.

• Stainless steel vapor cube (page 137),

• Ptfe sample holder base (page 138),

• Andor to Spex camera adapter (page 139),

• Aluminum base plate for Faraday box (page 140) with the assistance of Michael Chad-

wick,

• Copper Faraday box input panel (page 141), and

• Toy motor mounting bracket for vacuum deposition system (page 142).

mailto:ctchadwick@hotmail.com
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